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Preface 

What should every aspiring mathematician know? The answer for 
most of the 20th century has been: calculus. For 2000 years before 
that, the answer was Euclid. It now seems a good time to raise the 
question again, because the old answers are no longer convincing. 
Mathematics today is much more than Euclid, but it is also much 
more than calculus; and the calculus now taught is, sadly, much 
less than it used to be. Little by little, calculus has been deprived of 
the algebra, geometry, and logic it needs to sustain it, until many 
institutions have had to put it on high-tech life-support systems. A 
subject struggling to survive is hardly a good introduction to the 
vigor of real mathematics. 

But if it were only a matter of putting the guts back into calculus 
it would not be necessary to write a new book. It would be enough to 
recommend, for example, Spivak's Calculus, or Hardy's Pure Mathe­
matics. In the current situation, we need to revive not only calculus, 
but also algebra, geometry, and the whole idea that mathematics is a 
rigorous, cumulative discipline in which each mathematician stands 
on the shoulders of giants. 

The best way to teach real mathematics, I believe, is to start 
deeper down, with the elementary ideas of number and space. Ev­
eryone concedes that these are fundamental, but they have been 

Vll 
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scandalously neglected, perhaps in the naive belief that anyone 
learning calculus has outgrown them. In fact, arithmetic, algebra, 
and geometry can never be outgrown, and the most rewarding 
path to higher mathematics sustains their development alongside 
the "advanced" branches such as calculus. Also, by maintaining ties 
between these disciplines, it is possible to present a more unified 
view of mathematics, yet at the same time to include more spice 
and variety. 

The aim of this book, then, is to give a broad view of arithmetic, 
geometry, and algebra at the level of calculus, without being a cal­
culus book (or a "precalculus" book). Its roots are in arithmetic and 
geometry, the two opposite poles of mathematics, and the source of 
historic conceptual conflict. The resolution of this conflict, and its 
role in the development of mathematics, is one of the main stories 
in the book. The key is algebra, which brings arithmetic and geom­
etry together and allows them to flourish and branch out in new 
directions. To keep the story as simple as possible, I link everything 
to the algebraic themes of linear and quadratic equations. 

The restriction to low-degree equations is not as dreadful as high 
school algebra might suggest. Even linear equations are interesting 
when only integer solutions are sought, and they neatly motivate a 
whole introductory course in number theory, from the Euclidean al­
gorithm to unique prime factorization. Quadratic equations are even 
more interesting from the integer point of view, with pythagorean 
triples and Pell's equation leading deep into algebra, geometry, and 
analysis. From the point of view of geometry, quadratic equations 
represent the conic sections-a fascinating topic in itself-and the 
areas bounded by these curves define the circular, logarithmic, and 
hyperbolic functions. In this way we are led to the subject matter 
of a first calculus course, but with less machinery and more time to 
probe fundamental questions such as the nature of numbers, curves, 
and area. It is worth mentioning that we also cover the main ideas of 
Euclid -geometry, arithmetic, and the theory of real numbers-but 
with 2000 years of extra insights added. 

In fact, this book could be described as a deeper look at ordi­
nary things. Most of mathematics is about numbers, curves, and 
functions, and the links between these concepts can be suggested 
by a thorough study of simple examples, such as the circle and the 
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square. I hope to show that mathematics, like the world, fits William 
Blake's description: 

Th see a World in a Grain of Sand, 
And a Heaven in a Wild Flower, 
Hold Infinity in the palm of your hand 
And Eternity in an hour. 

Because it is virtually impossible to learn mathematics by mere read­
ing, this book includes many exercises and every encouragement to 
do them. There is a set of exercises at the end of each section, so 
new ideas can be instantly tested, clarified, and reinforced. The ex­
ercises are often variations or generalizations of the results in the 
main text; in some cases I think they are even more interesting! 
In particular, they include simplified arrangements of many classic 
proofs by great mathematicians, from Euclid to Hilbert. Each set 
of exercises is accompanied by a commentary to make its purpose 
and significance clear. I hope this will be useful, particularly when 
several exercises have to be linked together to produce a big result. 

Who is this book for? Because it presupposes only high school 
algebra, it can in principle be read by any well-prepared student 
entering university. It complements the usual courses, hence it can 
be offered as a "hard option" to students who are not sufficiently 
extended by the standard material at that level. On the other hand, 
it has so little in common with the calculus and linear algebra that 
dominates the standard curriculum that it may well be a revela­
tion even to senior undergraduates. Many students now graduate 
in mathematics without having done a course in number theory, 
geometry, or foundations-for example, without having seen the 
fundamental theorem of arithmetic, non-Euclidean geometry, or the 
definition of real numbers. For such students, this book could serve 
as a capstone course in the senior year, presenting a unified ap­
proach to mathematics and proving many of the classic results that 
are normally only mentioned. 

It could also be used in conventional courses. Chapters I, 4, 6, 7, 
and parts of 8 and 9 contain most of the standard material for a first 
number theory course. Chapters 2, 3, 5, and 8 could serve as a first 
course in geometry. But naturally it would be best if the two courses 
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were coordinated-perhaps run in parallel-to take advantage ofthe 
links between them. The whole is greater than the sum of its parts. 

A glance at the table of contents and the index will reveal that this 
book contains a lot of material, some of it quite hard. This is because 
I want to provide many interesting paths to follow, for students of 
all levels. However, it is not necessary to follow each path to its end. 
The harder sections and exercises are marked with stars, and they 
can be omitted without losing access to most of the material that 
follows. There are also informal discussions at the ends of chapters, 
intended to help readers see the big picture even while some of 
the details remain confused. Each discussion deals with a few main 
themes, placing them in historical and mathematical perspective, 
linking them to other parts of the book, and sometimes extending 
their development and suggesting further reading. 

The book grew out of a talk I gave at Oberwolfach in November 
1995, following a suggestion of Urs Kirchgraber. Several parts of it 
have been used in courses at Monash, from first year to fourth year, 
and the book in its entirety has benefited from the comments of 
Mark Aarons, Benno Artmann, Tristan Needham, and Aldo TIlranto. 
Th them, and as usual to my wife Elaine, I offer my sincere thanks. 

Clayton, Victoria, Australia John Stillwell 
February 1997 
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Arithm.etic 

CHAPTER 

1.1 The Natural Numbers 

The beauty and fascination of numbers can be summed up by one 
simple fact: anyone can count I, 2, 3,4, ... , but no one knows all the 
implications of this simple process. Let me elaborate. We all real­
ize that the sequence 1,2,3,4, ... continues 5,6, '7, 8, ... , and that 
we can continue indefinitely adding 1. The objects produced by the 
counting process are what mathematicians call the natural numbers. 
Thus if we want to say what it is that 1,2,3,17,643,100097801, and 
4514517888888856 have in common, in short, what a natural num­
ber is, we can only say that each is produced by the counting process. 
This is slightly troubling when you think about it: the simplest, and 
most finite, mathematical objects are defined by an infinite process. 
However, the concept of natural number is inseparable from the con­
cept of infinity, so we must learn to live with it and, if possible, use 
it to our advantage. 

In fact, one of the most powerful methods in mathematics draws 
its strength from the infinite counting process. This is mathematical 
induction, which we usually just call induction for short. It may be 
formulated in several ways, each basically a restatement of the fact 
that any natural number can be reached by counting. 

1 

J. Stillwell, Numbers and Geometry
© Springer-Verlag New York, Inc. 1998



2 1. Arithmetic 

The first form of induction we consider (and apparently the first 
actually used) expresses the fact that from each natural number we 
can "count down" to I, by finitely often subtracting 1. It follows that 
an infinite descending sequence of natural numbers is impossible. 
And nonexistence of natural numbers with certain properties often 
follows by hypothetical construction of an infinite descending se­
quence. This form of induction is called infinite descent,! or simply 
descent. Possibly the oldest example is the following, which goes 
back to around 500 B.C. To abbreviate the proof and show its simple 
logical structure, we use the symbol '* for "hence" or "implies!' 

The proof shows that no natural number square is twice another, 
but the result is better known as the "irrationality of ~." 

Irrationality of ~ There are no natural numbers m and n such that 
m 2 = 2n2 

Proof The hypothetical equation m 2 = 2n2 leads to a similar 
equation, but with smaller numbers, as follows: 

m 2 = 2n2 '* m 2 even 

'* m even, say, m = 2m! 

'* 4mi = mZ = 2n2 

'* n2 even 

'* n even, say, n = 2n1 
2 2 '* m] = 2n] and m > m! > 0 
2 2 '* m z = 2n2 and m > m1 > m2 > 0, similarly, 

and so on. Thus we get an infinite descending sequence, m > m] > 

m2 > ... , which is impossible. Hence there are no natural numbers 
m and n such that m 2 = 2n2 . D 

As most readers will know, ~ is defined as the number x such 
that 2 = x2 . The proof shows that v'2 is not a ratio min of natural 
numbers m, n, as this would imply 2 = m 21n2 and hence m 2 = 2n2 . 

This is why ~ is called irrational; it simply means "not a ratio." As 
is typical when we wish to prove a negative statement, we argue by 

lThe unsettling experience of infinite descent has been used as the basis of a 
horror story by Marghanita Laski, called The Thwer: 
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contradiction: the existence of a ratio min = ,J2 is shown to imply 
an impossibility. 

But if ,J2 is not a ratio, what is it? Does it even exist? These 
questions have had an enormous influence on the development of 
mathematics, and their answers fill a large part of this book. For the 
moment, it is enough to say that, whatever the whole story of ,J2 
may be, its irrationality is a fact about natural numbers. 

Exercises 

A problem at least as old as the meaning of v'z, though less subtle, also 
leads to an interesting descent argument. Again, this is a case where a 
question about fractions reduces to a question about natural numbers. 

About 4000 years ago, the Egyptians invented a curious arithmetic of 
fractions that depended on expressing each fraction between 0 and 1 as a 
sum of distinct unit fractions, that is, fractions of the form ~. For example, 
~ is the sum of the unit fractions ~ and ~. Such sums are called Egyptian 
fractions. As another example, an Egyptian fraction for t is ~ + fa. 
1 1 1 E 4 9 d 11 E . f . . .. xpress 5"' 10' an 12 as gyptlan ractlOns. 

l.l.2. Find two different Egyptian fractions for iz. 
We do not know the Egyptian methods for finding such sums. They seem 
to involve many special tricks for avoiding unnecessarily large denomina­
tors, and it is difficult to capture them all in a rule that works in all cases. 
A more systematic approach was developed in the book Liber Abacci, 
written in 1202 by Leonardo of Pisa, better known as Fibonacci. 

The method of the Liber Abacci also includes several tricks, but one 
of them can be used on its own to express any fraction between 0 and 1 
as an Egyptian fraction. The trick is to repeatedly remove the largest unit 
fraction. Thus if ~ is a (nonunit) fraction between 0 and I, in lowest terms, 
let ~ be the largest unit fraction less than ~, and form the new fraction 
f£-g_l 
b' - b n 

l.l.3. Assuming ~ is in lowest terms, show that 0 < a' < a. 

1.1.4. Hence conclude, by descent, that finitely many such removals split 
~ into distinct unit fractions. 
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l.l.5. Use repeated removal of the largest unit fraction to show 

6 1 1 1 
-=-+-+-. 
19 4 16 304 

It is worth mentioning that Fibonacci obtained the simpler decomposition 
-it = i + fg + fr;. After removal of the largest unit fraction, i, he was 
left with fB. Rather than repeat the process of removing the largest unit 
fraction, he took advantage of the fact that 76 has the divisor 4 to split fB 
. 4 1 1 1 
mto 76 + 76 = ]g + 76· 

It is also worth mentioning that there are still some unsolved prob­
lems with Egyptian fractions. For example, it is not known whether each 
fraction of the form ~ is the sum of three or fewer unit fractions. (For 
more information on problems with Egyptian fractions, see Guy (1994).) 

1.2 Division, Divisors, and Primes 

So far we have taken addition, multiplication, and fractions more 
or less for granted, and we shall continue to do so until a deeper 
investigation is called for (Section 1.9*). However, we cannot take 
division for granted, because it cannot always be done in the natural 
numbers. As you learned in primary school, 3 into 7 "won't go," so 
we are forced to consider the more complicated concept of division 
with remainder. The exact relation between 3 and 7 is that 

7=2x3+1, 

which we express by saying that 2 is the quotient when 7 is divided 
by 3, and 1 is the remainder. Only when there is no remainder, as 
when 3 divides 6, is true division possible in the natural numbers. 

If a and b are any natural numbers, we say that b divides a if there 
is a natural number q such that 

a=qb. 

In this case, we also say that a is divisible by b, or that b is a divisor 
of a, or that a is a multiple of b. 

If b does not divide a then a i= b, 2b, 3b, ... , hence if we descend 
through the numbers a, a - b, a - 2b, a - 3b, ... we eventually reach 
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(because we cannot descend indefinitely), a natural number r = 
a - qb smaller than b. We then have the result 

a = qb + r, with r < b. 

The natural number q is called the quotient on division of a by b, 
and r is called the remainder. The fact that a can be expressed as 
a multiple of b plus a remainder smaller than b is often called the 
division algorithm, though we prefer to use that name for the process 
of division (namely, repeated subtraction of b until the remainder is 
smaller than b), and call the fact the division property. 

The relation of division with remainder includes true division, 
of course, when we allow r = O. In fact, some people include 0 
among the natural numbers, but it is helpful to distinguish it as a 
new number: the first of several extensions of the number concept.2 

The fractions, for example, are an extension of the natural numbers 
because the natural numbers n are just the special fractions i. At this 
point you may wonder why we do not move to fractions immediately 
and make division easier. After all, 

7 
7= - x 3 

3 ' 

so 3 does divide 7 in the world of fractions. The reason is that fractions 
do not overcome the difficulty of division, they only conceal it. The 
problem comes back when we have to decide when a fraction is in 
lowest terms. We know ~ is not in lowest terms, for example, because 
we know that 3 divides 6 in the natural numbers. 

This example helps to clarify what is "natural" about the natu­
ral numbers. Apart from being the medium for counting, they are 
also the natural setting for division, divisors, and factorization -the 
process of writing numbers as products. When a natural number is 
written as a product, say, 

2The only disadvantage in taking 0 to be new is that there is then no name for 
the enlarged set "natural numbers together with 0." This is only a temporary 
inconvenience; we soon need further extensions of the natural numbers, which 
do have names. 
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the divisors nj of a are called factors. The simplest numbers, from the 
standpoint of factorization, are the primes -the natural numbers p 
divisible only by 1 and p. They may be regarded as "atoms" because 
they cannot be split into smaller factors. Factors of 1 are redundant, 
so 1 is not classed as a prime. The first few prime numbers are 

2,3,5,7,11,13,17,19,23,29,31,37,41,43,47,53,59,61, .... 

Exercises 

In the proof that ..;z is irrational (Section 1.1), we used the fact that m2 is 
even if and only if m is even, or in other words that 2 divides m 2 if and 
only if 2 divides m. This is easily checked, but it is worth spelling out, 
because algebra is involved, and the idea of "algebraic factorization" has 
many other applications. 

2 divides m =? m = 2l for some 1 

=? m2 = (2l)2 = 2(2l2) 

=? 2 divides m 2 . 

2 does not divide m =? m = 2l + 1 for some 1 

=? m2 = (2l + 1)2 = 412 + 4l + 1 = 2(2l2 + 2l) + 1 

=? 2 does not divide m2 . 

This idea has a generalization to multiples of 3. 

1.2.1. Show that m2 is a multiple of 3 only if m is a multiple of 3. Hence 
prove that there are no natural numbers m and n such that m2 = 
3n2 . 

This proves the irrationality of y3; there are other ways to prove it, 
some of which are more general and apply to ./5, .J6, ... as well. We shall 
see them in Section 1.6. Another important algebraic factorization is the 
following. 

1.2.2. Check that x" - 1 = (x - l)(X,,-1 + X,,-2 + ... + x + 1). 

This enables us to find divisors of certain large numbers. 

1.2.3. Deduce from Exercise 1.2.2 that, ifm = np, then 2m - 1 is divisible 
by 2P - 1. 
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1.2.4. Conclude that 2P - 1 is prime only if p is prime. 

Primes of the form 2P - 1 are known as Mersenne primes after Marin 
Mersenne (1588-1648), who first drew attention to them. About 35 

Mersenne primes have been found, but it is not known whether there 
are infinitely many. 

1.2.5. Check that 2P -1 is prime whenp = 2, 3, 5, 7, but not whenp = 11. 

1.2.6. * By similarly factorizing xn + 1 when n is odd, deduce that 2m + 1 

is prime only if m has no odd divisors, that is, only if m is a power 
of 2. 

1.2.7. Check that 22" + 1 is prime for h = 0, 1,2,3,4, but that 641 divides 
22 ' + 1. 

Primes of the form 22" + 1 are called Fermat primes, after Pierre de 
Fermat. Apart from those with h = 0,1,2,3,4, no other Fermat primes 
are known. 

1.3 The Mysterious Sequence of Primes 

It is relatively easy to continue the list of primes, especially with the 
help of a computer, but one never gets a clear picture of where it is 
going. Somehow, the two simplest aspects of the natural numbers­
their ability to be ordered and their ability to be factored-interact 
in an incredibly complex way. Listing the primes in increasing or­
der produces no apparent pattern; one cannot even be sure the list 
continues indefinitely. On the other hand, the concept of prime is 
surely simple, so maybe we can prove that there are infinitely many 
primes, without knowing their pattern. 

This is in fact what Euclid did, more than 2000 years ago. You 
can read his simple proof in Proposition 20, Book IX of the Elements, 
which is available in English in the excellent edition of Heath (1925). 

Here is a slightly modernized version. 

Euclid's Theorem There are infinitely many primes. 

Proof First we need to see that any natural number n has a prime 
divisor. 
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Thke any divisor d of n. If d is prime, we have found a prime 
divisor. If not, d has a smaller divisor e =f. 1. This divisor e of d is 
also a divisor of n, because n = dq and d = er for some natural 
numbers q and r, and therefore n = erq. If e is not prime, we repeat 
the argument, finding a smaller divisor f =f. 1. Because we cannot 
descend indefinitely, we eventually find a prime divisor of n. 

Now we use a prime divisor to extend any given list of primes. 
Given primes PI, P2, ... , Ph consider the number 

n = PlP2 ... Pk + 1. 

This number is not divisible by any of the given primes Pl,P2, ... ,Pk, 
because they all leave remainder 1. But we have just seen that n has 
some prime divisor p. Thus, if PI,P2, ... ,Pk are any given primes, 
we can find a prime P =f. PI,P2, ... ,Pk. 0 

This proof is one of the most admired in mathematics, and one's 
admiration for it only increases the more one knows about primes. 
Euclid, like us, did not know any pattern in the sequence of primes, 
so he devised a proof that did not need to know. If he and later 
mathematicians had waited for someone to find a pattern, we still 
would not know the first thing about primes. 

Exercises 

Euclid's proof is the simplest way to see that infinitely many primes exist, 
though not the most practical way to find them. Still, it is fun to produce 
new primes by multiplying known primes together and adding 1. Starting 
with the single prime PI = 2, for example, we get n = 2 + 1 = 3, which 
is a second prime pz. Then PI, P2 give n = 2 x 3 + 1 = 7, which is a third 
prime P3; PI, P2, P3 give n = 2 x 3 x 7 + 1 = 43, and so on. 

l.3.l. Continue this process, and find the first stage where n 
PIPZP3 ... Pk + 1 is not itself a prime. 

If you take the least prime divisor ofn at each stage, you should be able 
to continue long enough to find an n in this sequence whose least prime 
divisor is 5. With some computer help, you might be able to continue 
long enough to reach an n whose least prime divisor is 1l. (It is preceded 
by some huge prime values of n.) It is not known whether each prime is 
eventually produced by this process. 



_________________ I_,4_I_n_tc---'g"-c_rs_a_n_d Rationals 9 

Apart from the number 2, all prime numbers are odd, and odd num­
bers are of two types: those of the form 4n + 1 and those of the form 
4n + 3. It turns out to be helpful to split the odd primes in this way as 
well, because the two types of odd prime often behave differently. For a 
start, we can extend Euclid's idea to prove that there are infinitely many 
primes of the form 4n + 3. 

l.3.2. Show that the product of 4a + 1 and 4b + 1 is a number of the form 
4n + l. 

l.3.3. Deduce from Exercise l.3.2 that any number of the form 4m + 3 

has a prime factor of the form 4n + 3. 

l.3.4. Show thatpl,P2,'" ,Pk do not divide 2PIPZ" 'Pk + l. 
l.3.5. Show, however, that if Pl,PZ, ... ,Pk are all odd primes then some 

prime of the form 4n + 3 divides 2PIP2 ... Pk + 1. Deduce that there 
are infinitely many primes of the form 4n + 3. 

It is also true that there are infinitely many primes of the form 4n + I, 
but this is harder to prove. The best possible result in this direction was 
proved by Peter Lejeune Dirichlet (1837). He showed that any sequence 
of the form an + b, where a and b are natural numbers with no common 
divisor, contains infinitely many primes. For example, Dirichlet's theorem 
says there are infinitely many primes of the form 6n + 1 and of the form 
6n + 5, but there are none of the form 6n + 3 (because 3 divides any 
number of the form 6n + 3). In general, if a and b have a common divisor, 
there are no primes of the form an + b. 

The form an + b is called a linear form, so Dirichlet's theorem settles 
the question of how many primes there are in a given linear form. Virtu­
ally nothing is known about primes in higher-degree forms. For example, 
we do not know whether there are infinitely many primes of the form 

n2 + l. 

1.4 Integers and Rationals 

Everyone will agree that the natural numbers I, 2, 3, 4, ... deserve 
the name "natural," but mathematicians feel they are not natural 
enough. 1,2,3,4, ... are fine for counting, but not for arithmetic, 
because they do not permit unlimited subtraction. We cannot take 
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7 from 3, for example. To make this possible, we extend the set N 
of natural numbers to the set 7l.. of integers3 by adjoining 0 and the 
negative integers -I, -2, -3, -4, .... The negative integers can be 
viewed as the result of subtracting 1,2,3,4, ... respectively from 0, 
but it is simpler to regard attachment of the negative sign as the 
basic operation, and to define subtraction by a - b = a + (-b). 

The natural numbers now start a new life as the positive integers. 
Each positive integer a has an additive inverse -a, and the additive 
inverse of -a is defined to be a. If we also define -0 = 0, then it 
follows that in all cases -(-a) = a. 

The integers are a more natural home for arithmetic because they 
permit addition, subtraction, and multiplication without restriction. 
However, questions arise about the meaning of these operations on 
the newly introduced numbers. What is (-1) - (-4) for example, or 
( -1) x (-I)? The best way to answer these questions is by "keeping 
things natural." We ask ourselves how +, -, and x behave on Nand 
insist that they behave the same on 7l... 

First, we can summarize how + and - behave by the following 
rules, which hold for all positive integers a, band c: 

a + (b + c) = (a + b) + c (associative law) 

(commutative law) 

(additive inverse property) 

(identity property of 0) 

a+b=b+a 

a + (-a) = 0 

a+O=a 

These are nothing but the rules we use unconsciously when doing 
addition and subtraction on positive integers. We have to become 
conscious of them now, to see what they imply for integers in 
general. 

It follows, for example, that we have uniqueness of additive inverse: 
-a is the only integer b such that a+b = O. This is what we normally 
call "solving for b;' but with more awareness of the individual steps: 

a + b = 0 => (-a) + (a + b) = -a 

=> ((-a) + a) + b = -a 

=> (a + (-a)) + b = -a 

adding -a to both sides 

by the associative law 

by the commutative law 

"The letter 7l. is the initial of the German word "Zahlen" meaning "numbers." 
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:::} 0 + b = -a by the additive inverse property 

:::} b = -a by the identity property of (). 

There is a similar set of rules describing the behavior of x: 

a x (b x c) = (a x b) x c (associative law) 

a x b = b x a (commutative law) 

a x 1 = a (identity property of 1 ) 

a x 0 = 0 (property of 0) 

and finally, a rule for the interaction of + and x: 

a x (b + c) = a x b + a x c (distributive law) 

From these we deduce that a x (-1) = -a for any integer a because 

a + a x (-1) = a x 1 + a x (-1) by the identity property of 1 

= a x (1 + (-1» by the distributive law 

= a x 0 by the additive inverse property 

= 0 by the property of 0 

:::} a x (-1) = -a by the uniqueness of additive inverse. 

It follows in particular that ( -1) x (-1) = I, because - ( -1) = 1. 
We extend the set 7L of integers to the set Ql of rational numbers,4 

or simply rationals, by adjoining a multiplicative inverse a-I of each 
nonzero integer a. The multiplicative inverse of a-I is defined to be 
a, and these inverses have the following property: 

a x a-I = 1 (multiplicative inverse property) 

These properties of Ql are what we use unconsciously in doing or­
dinary arithmetic with +, -, x, and ...;-. The quotient a...;- b or alb 
is the same as a x b- 1 • As mentioned earlier, questions about the 
arithmetic of Ql are really equivalent to questions about 7L, or even 
N, but the extra properties of Ql sometimes make life easier. This is 
particularly the case in geometry, where the rational numbers pave 
the way for interpreting points as numbers. 

4The symbol Q stands for "quotients." We do not use the initial letter of "rational" 
because the same letter is later needed for the real numbers. 
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Exercises 

The rules governing the behavior of +, -, and x are called the ring 
properties of "£, and in general any set with functions + and x satisfying 
these rules is called a ring. As we have already said, the ring properties 
of"£ are so familiar that we normally use them unconsciously. Becoming 
conscious of them helps us to understand arithmetic, not only in "£, but 
also in any other system that satisfies the same rules. We call such a 
system a commutative ring with unit, the "unit" in this case being the 
number 1. Later we shall find it helpful to use many other rings, even to 
study "£ itself. 

The following exercises help to explain why the ring properties are 
fundamental to arithmetic, by showing how they determine the values 
of expressions written using natural numbers, +, -, and x, and some 
standard algebraic identities. 

l.4.l. Show, using the properties of + and -, that (-1) - (-4) = 3. 

l.4.2. More generally, show that (-a) - (-b) = b - a. 

l.4.3. Now, using properties of x and the distributive law, show 
(-a)( -b) = abo 

l.4.4. Also use the ring properties to prove that 

and (a - b)(a + b) = a2 - b2 , 

where, as usual, xy stands for x x y. 

Incidentally, there is a good mathematical reason for abbreviating 
x x y to xy. The distributive law is better written as 

a(b + c) = ab + ac, 

because the products on the right-hand side have precedence over the 
sum-they have to be evaluated first. 

A ring with the multiplicative inverse property, such as 0, is called 
a field. In fact, the way we extended "£ to 0 is an instance of a common 
construction with rings, called "forming the field of fractions:' For any a 
and b =1= 0 we form the fraction alb = ab-1 , and we add and mUltiply 
fractions according to the rules you learned around fifth grade: 

a c ad+bc 
b+d= bd and 

a c ac 
bd bd 
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These rules also arise from the principle of "keeping things natural"­
they are needed to make + and x behave the same for fractions as they 
do for natural numbers. 

1.5 Linear Equations 

The humble linear equation ax + by = c takes on a new interest 
when we seek integer solutions x and y for given integers a, b, and c. 
It can very easily fail to have an integer solution, so the problem is 
first to decide whether there is an integer solution, and if so, how to 
find it. 

Take the example 15x + 12y = 4. For any integers x and y, 3 
divides 15x+ 12y, because 3 divides 15 and 12. But 3 does not divide 
4, hence there is no integer solution of 15x + 12y = 4. In general, 
we can see that ax + by = c has no integer solution if a and b have a 
divisor that does not divide c. 

But what if the divisors of a and b divide c? It is not at all clear 
there are integers x and y with ax + by = c, though they seem to exist 
in every case we try. For example, if we consider 17x + 12y = I, the 
only divisors of both 17 and 12 are ±1, which certainly divide the 
right-hand side. And with some difficulty (say, by searching down 
lists of the multiples of 17 and 12) we indeed find a solution, x = 5 
andy = -7. 

This presumably depends on some connection between divisors 
of a and b and numbers of the form ax + by. We can already see 
part of it: Any divisor of a and b is also a divisor of ax + by, for any 
integers x and y. The less obvious part comes from thinking about 
the greatest common divisor of a and b, which we call gcd(a, b), and 
seeing that it has the form ax + by. 

There is a famous algorithm for finding gcd(a, b), for natural 
numbers a and b. It is called the Euclidean algon:thm, and it was 
described by Euclid as "repeatedly subtracting the smaller number 
from the larger!' Th be precise, we produce pairs of natural numbers 
(aI, bl ), (a2' b2), (a3, b3 ), ••• as follows. The first pair (aI, bl ) is (a, b) 
itself, and each new pair (ai+l, bi+d comes from (ai, bi) by 



14 1. Arithmetic 

ai+l = max(ai, bi) - min(ai, bi) (taking the smaller 
from the larger), 

bi+l = min(ai, bi) (and keeping the smaller), 

until ak = bk, in which case the algorithm halts. Then gcd(a, b) = 
ak = bk· 

It is clear that the algorithm does reach a pair of equal numbers 
ak and h, because the natural numbers aI, a2, a3, ... cannot decrease 
indefinitely. But why does it produce the gcd? 

Correctness of the Euclidean algorithm All pairs produced by 
the Euclidean algorithm have the same common divisors, hence ak = 
bk = gcd(a, b). 

Proof Each divisor of ai and bi is also a divisor of ai+l (because 
any divisor oftwo numbers also divides their difference) and of bi+l . 
Conversely, any divisor of ai+l and bi+l also divides ai and bi , because 
any divisor of two numbers also divides their sum. Thus each pair 
(ai+l, bi+d has the same divisors as all previous pairs, and hence the 
same gcd. But then 

D 

Not only does the Euclidean algorithm give gcd(a, b), it gives it 
in the form ax + by. 

Linear representation of the gcd All the numbers ai, bi produced 
by the Euclidean algorithm are of the form ax + by, for some integers x 
and y, hence this is also the form of gcd(a, b) itself 

Proof The first pair a, b are certainly each of the required form. 
This is also true of all subsequent numbers ai+l, bi+1 , because each 
is either a previous number or the difference of two of them. In 
particular, gcd(a, b) = ak = ax + by for some integers x and y. D 

We illustrate the Euclidean algorithm on a = 17 and b = 12 in 
the first two columns of the following table. The third column keeps 
track of what happens to a and b, eventually giving x and y with 
17x + 12y = gcd(l7, 12) = 1. 



(al' bl ) = (17,12) = (a, b) 
(a2' b2) = (5,12) = (a - b, b) 
(a3, h) = (7,5) = (b - (a - b), a - b) 

= (2b - a, a - b) 

Exercises 15 

(a4, b4) = (2,5) = «2b - a) - (a - b), a - b) 
= (3b - 2a, a - b) 

(as, bs ) = (3,2) = «a - b) - (3b - 2a), 3b - 2a) 
= (3a - 4b, 3b - 2a) 

(a6, b6 ) = (1,2) = «3a - 4b) - (3b - 2a), 3b - 2a) 
= (Sa - 7b, 3b - 2a) 

The last line shows the gcd, I, expressed as Sa - 7h. Thus we have 
the solution x = 5, Y = -7 to 17x + 12y = I, just as we found by 
trial before. The Euclidean algorithm does not have any computa­
tional advantage in a small example such as this, but it does in large 
examples. If a and b are integers with many digits, the Euclidean 
algorithm can be completed in roughly as many steps as there are 
digits (see the exercises), whereas listing the multiples of a and b 
takes an exponentially larger number of steps. 

In addition to being computationally powerful, the Euclidean 
algorithm gives us remarkable theoretical insight. For a start, we 
have confirmed our guess about integer solutions ax + by = c. 

'lest for integer solvability ofax+by = c The equation ax+by = c 
has an integer solution if and only if gcd(a, b) divides c. 

Proof We have already seen that if gcd(a, b) does not divide c, then 
the equation ax + by = c has no integer solution. 

Conversely, if gcd(a, b) divides c, suppose c = gcd(a, b) x d. We 
now know that there are integers x' and y' such that gcd(a, b) = 
ax' + by'. Therefore, c = (ax' + by')d = a(x'd) + b(y'd), and hence we 
have the solution x = x'd, y = y'd of ax + by = c. D 

Exercises 

In practice, we usually speed up the Euclidean algorithm by dividing 
the larger number by the smaller and keeping the remainder, instead 
of subtracting the smaller number from the larger. (Halting then occurs 
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when the remainder is 0.) Because division of a by b is really subtraction 
of b from a until the difference is less than b, the division form of the 
algorithm produces the same result-it simply skips any steps where the 
same number is subtracted more than once. This saves many steps when 
a is much larger than b. 

l.5.l. Show that the remainder, when a is divided by a smaller number 
b, is less than a/2. 

l.5.2. Deduce from Exercise l.5.1 that the number of steps to find 
gcd(a, b), by the division form of the Euclidean algorithm, is at 
most twice the number of binary digits in a. 

An interesting showcase for the Euclidean algorithm is the Fibonacci 
sequence, 0, I, 1,2,3,5,8,13,21,34,55, ... , in which each number is the 
sum of the previous two. 

1.5.3. Use the Euclidean algorithm to verifY that gcd(55, 34) = 1. 

We use the notation Fn for the nth term of the Fibonacci sequence, 
starting with Fo = O. The whole sequence can then be defined by the 
equations 

Fo = 0, Fl = I, Fn+l = Fn + Fn- l . 

1.5.4. Show that one step of the Euclidean algorithm on the pair 
(Fn+Z, Fn+l ) produces the pair (Fn+l , Fn), hence 

You probably also noticed that "division of Fn+2 by Fn+l " is really sub­
traction, so in the case of consecutive Fibonacci numbers, the subtraction 
form of the Euclidean algorithm cannot be sped up. In fact, the Euclidean 
algorithm performs at its slowest on consecutive Fibonacci numbers, 
though it would take us too far afield to explain what this means. The 
full story may be found in Shallit (1994). 

Because gcd(Fn+I , Fn) = 1 by Exercise 1.5.4, it follows by the corollary 
to the correctness of the Euclidean algorithm that there are integers x and 
Y such that Fn+IX + FnY = l. 

1.5.5. Find integers Xl and Yl such that F2Xl + FIYI = I, and integers X2 

and Y2 such that F3X2 + F2Y2 = 1. 

l.5.6. Show that Fn+2Fn - Fn+1Fn+1 = -Fn+1Fn- 1 + FnFn and hence that 
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It is worth mentioning that when Euclid proved that there are infinitely 
many primes, he did not argue exactly as we did in Section 1.3. Instead of 
using division with remainder to prove that each prime A fails to divide 
PIPI ... Pk+ 1, he used the obvious fact that gcd(PIPI ... Pk+ 1, PIPI ... Pk) = 

1. 

1.5.7. Why is this obvious? Use the similar fact gcd(PIP1·· ·Pk -
I,PIPI·· ·Pk) = 1 to give another proof that there are infinitely 
many primes. 

1.6 Unique Prime Factorization 

The discovery that the greatest common divisor of a and b is of the 
form ax + by, for some integers x and y, has important repercussions 
for prime divisors. 

Prime divisor property If a prime p divides the product of integers 
a and b, then p divides either a or b. 

Proof Suppose that p divides ab and p does not divide a. Then we 
have to show that p divides b. Because p does not divide a, and p is 
prime, 1 is the only divisor of p that divides a. We therefore have 

1 = gcd(a,p) = ax + py for some integers x and y. 

It follows, multiplying both sides by b, that 

b = abx+pby. 

But p divides each term on the right-hand side of this equation-it 
divides ab by assumption and pby obviously - hence p divides b. D 

This important property was known to Euclid, as were many of 
its important consequences, which we shall see later. However, he 
did not state the following consequence, which today is considered 
the definitive statement about prime divisors. 

Unique prime factorization Each natural numher is expressible 
in only one way as a product of primes, apart from the order offactors. 
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Proof By repeatedly finding prime divisors (Section 1.3), we can 
factorize any natural number into primes. Now suppose, contrary 
to the theorem, that there is a natural number with two different 
prime factorizations: 

PIPZP3 ... ps = qlq2q3 ... qt· 

We may assume that any factor common to both sides has already 
been canceled, hence no factor on the left is on the right. 

But PI divides the left-hand side, and therefore it divides the 
right, which is a product of ql and qZq3 ... qt. Thus it follows from 
the prime divisor property that p] divides q] (in which case PI = q1, 
because ql is prime) or else PI divides q2q3 ... qt. In the latter case 
we similarly find either PI = qz or PI divides q3 ... qt. Continuing in 
this way, we eventually find that 

PI = q] or P2 = q2 or 

But this contradicts our assumption that PI is not a prime on the 
right side. Thus there is no natural number with two different prime 
factorizations. 0 

A variation on the preceding proof, which some people prefer, 
starts with PIP2P3 ... Ps = ql qZq3 ... qt but does not assume that the 
factorizations are different. One again finds PI = ql or P2 = q2 or ... 
or PI = qt, but now this simply means that there is a common factor 
P1 on both sides. Cancel it, and repeat until no primes remain, at 
which stage it is clear that the original factorizations were the same. 

Exercises 

Unique prime factorization is a powerful way to prove results like the 
irrationality of v"i, which we first did in Section 1.1 using properties 
of even and odd numbers, that is, by using special properties of the 
number 2. We saw that to extend the method to vf:3 requires a new (and 
longer) argument about the number 3, and presumably it gets worse 
for v's, -J6, and so on. With unique prime factorization, the argument 
depends only on the presence of primes, not which particular ones they 
are. 
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For example, to prove irrationality of v'2, we observe :hat the equation 

contradicts unique prime factorization. Why? The prime 2 necessarily oc­
curs an even number of times in the prime factorization of the left-hand 
side, namely, twice the number of times it occurs in m. But it occurs an 
odd number of times on the right-hand side: the visible occurrence, plus 
twice the number of times it occurs in n. 

Exactly the same argument applies to the equation m2 = 3n2 , but with 
the prime 3 in place of the prime 2, and hence proves the irrationality 
of .j3. Likewise for the equation m2 = 5nz, and the irrationality of ..;s. 
The irrationality of 03 is a little different, of course, because 6 is not a 
prime. But in this case it still works to consider the prime factors in the 
hypothetical equation m2 = 6n2 . 

1.6.1. Prove the irrationality of 03, that is, the impossibility of mZ = 6nz. 

The irrationality of many other numbers can be proved by the same 
idea-showing that a hypothetical equation has some pTime occurring to 
different exponents on the left- and right-hand sides. 

l.6.2. Prove the irrationality of,yz, that is, the impossibility ofm3 = 2n3 . 

l.6.3. Prove the irrationality of log1o 2, that is, the impossibility of 2 = 
10m/ n . 

In the Disquisitiones Arithmeticae (arithmetical investigations) of Carl 
Friedrich Gauss (180 1) there is an interesting direct proof of the prime 
divisor property, by descent. 

1.6.4. First show that a prime p cannot divide a product of smaller num­
bers. Suppose that p divides a1b1, where aJ, b1 < p, and deduce 
that p also divides a1 bz, where 

bz = remainder when p is divided by b1 , 

which gives an infinite descent. 

l.6.5. Use Exercise l.6.4 to deduce the prime divisor property, by showing 
that ifp divides ab, and p divides neither a nor b, then p divides an 
a1b1 with a1, b1 < p. 

Gauss remarked that the prime divisor property was already proved 
by Euclid, 
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however we did not wish to omit it, because many modern au­
thors have offered up feeble arguments in place of proof or have 
neglected the theorem completely. (Gauss (1801), article 14) 

1.7 Prime Factorization and Divisors 

Unique prime factorization is called the fundamental theorem of arith­
metic, and was first stated by Gauss (1801). Gauss also pointed out 
how unique prime factorization allows us to describe all the divisors 
of a given natural number. 

For example, because 30 = 2 x 3 X 5, the numbers 1,2,3,5,2 X 3, 
2 X 5, 3 X 5, and 2 x 3 x 5 are all divisors of 30. Conversely, any 
natural number divisor a of 30 satisfies 

2 x 3 x 5 = ab 

for some natural number b. By uniqueness, the prime factorization 
of ab is also 2 x 3 X 5, and a is part of it, hence a is one ofthe numbers 
listed. 

In general, if 

el C2 Ck 
n = PI pz .. 'Pk' 

where PI,PZ, ... ,Pk are the distinct prime divisors of n, and 
el, ez, ... ,ek are their exponents, then the natural number divisors 
of n are numbers of the form 

dj d2 dk n = PI P2 .. 'Pk , 

where 0 :'S d l :'S el, 0 :'S d2 :'S e2, ... ,0 :'S dk :'S ek. This is because the 
prime factorization of a divisor is (by uniqueness) part of the prime 
factorization of n. 

It may be that general statements about prime factorization and 
divisors were not made by Euclid because he lacked a notation for 
exponents. The same goes for the following description of greatest 
common divisors and least common multiples, which first appear 
in Gauss (1801), although they were probably known much earlier. 
They follow immediately from the description of divisors in terms 
of prime factors. The idea of finding the gcd(m, n) by collecting all 
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the common prime factors m and n is certainly an obvious one, 
sometimes taught in primary school, because it works well for small 
numbers. 

d(pel ez ek oJloJZ oJk) min(el.[d min(ez.[z) min(ek,f;.j 
gc I P2 .. 'Pk ,PIP2 .. 'Pk = PI P2 .. 'Pk . 

The least common multiple ofm and n is abbreviated lcm(m, n), and 
we have 

1 (pel ez ek oJloJz oJk) _ max(el.[!l max(ez.[z) max(ek.!k) 
cm I P2 '" Pk ,Pl P2 .. , Pk - Pl P2 ... Pk . 

Putting these two formulas together, we get the elegant formula 

gcd(m, n)lcm(m, n) = mn, 

which apparently was not noticed by Euclid. This formula shows, 
incidentally, how to compute lcm(m, n) without prime factorizations 
of m and n: compute gcd(m, n) by the Euclidean algorithm, then 
divide it into mn. 

The climax of Euclid's number theory occurs at the end of Book 
IX of the Elements, where he proves a famous theorem about perfect 
numbers. A natural number n is called perfect if it is the sum of 
its proper divisors, that is, the natural number divisors apart from 
itself. The Greeks thought of the proper divisors as the "parts" of a 
number, hence a perfect number was the "sum of its parts." Only a 
few examples were then known, the smallest being 6 = 1 + 2 + 3 and 
the next being 28 = 1 + 2 + 4 + 7 + 14. Euclid found a general formula 
that includes these and all other known examples by finding all the 
divisors of numbers of the form 2n- l p, wherep is prime. 

Euclid's theorem on perfect numbers lfp is a prime of the form 
2n - 1, then the number 2n - I p is perfect. 

Proof By the preceding remarks, the proper divisors of 2n- l p are 

1 2 22 2n-l 2 22 2n- 2 , , , ... , ,P, p, p, ... , p. 

Th find the sum of these we need to know that 1 +2+22 + .. ·+2n- 1 = 
2n - 1. This can be done by the formula for the sum of a geometric 
series or, more naively, by adding 1 to the left-hand side and "folding 
it up" to 2n as follows: 

1 + 1 + 2 + 22 + 23 + ... + 2n - 1 

= 2 + 2 + 22 + 23 + ... + 2n - l 
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= 22 + 22 + 23 + ... + 2n~1 
= 23 + 23 + ... + 2n~1 

= 2n~1 + 2n~1 

2n 

But now 2n - 1 = p, so when we add this to the other proper divisors 
the sum continues to fold up: 

p + P + 2p + 22p + 23p + ... + 2n~2p 
= 2p + 2p + 22p + 23p + ... + 2n~2p 

= 22p + 2Lp + 2Jp + ... + 2n~2p 
= 23p + 23p + ... + 2n~2p 

= 2n~2p + 2n~2p 
2n~lp, 

which is the number we started with. 

Exercises 

o 

Euclid's theorem shifts the focus of attention from perfect numbers 
to primes of the form 2" - 1. These are called Mer-senne primes (as 
mentioned in connection with Exercise 1.2.4) because Mersenne rec­
ognized that they are prime only for prime n, and boldly conjectured that 
n = 2,3,5,7,13,17,19,31,67,127,257 give primes and n = 89, 107 do not. 
His conjectures were far from correct but were nevertheless important 
because they inspired Fermat to devise methods for finding factors of 
numbers of the form 2" - 1. Fermat's ideas turned out to be useful far 
outside this special problem, as we shall see in Chapter 6. 

Although Euclid did not explicitly state unique prime factorization, 
there is evidence that the Greeks were aware of it and even of its implica­
tions for the description of divisors. Plato pointed out, in his Laws around 
360 Be, that 5040 is a convenient number because it is divisible by all num­
bers from 1 to 10. He also mentioned that it has 59 divisors altogether. 
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The number of divisors is correct (if 5040 itself is omitted) and would be 
very hard to check except by using the fact that 5040 = 24 X 32 X 5 x 7. 

1.7.1. Use the prime factorization of 5040 to show that it has 5 x 3 x 2 x 2 = 
60 natural number divisors (including itself). 

l.7.2. Show that n = p~lp~2 .. . p~k has (el + 1)(e2 + 1)·· . (ek + 1) natural 
number divisors. 

Before leaving the subject of perfect numbers, it is worth mentioning 
that Leonhard Euler proved a converse of Euclid's theorem: every even 
perfect number is of the form 2n - l p, where p = 2n - 1 is prime. An elegant 
proof of Euler's theorem, due to Leonard Eugene Dickson (1874-1934), 
goes as follows. 

l.7.3. For any natural number N = 2n- l q, where q is odd, let 1: be the 
sum of all natural number divisors of q. Show that the sum of all 
proper divisors of N is (2" - 1)1: - N. 

l.7.4. Deduce from Exercise l.7.3 that, if N is perfect, then 2N = 2"q = 
(2" - 1)1: and hence 1: = q + q/(211 - 1). 

l.7.5. Deduce from Exercise l.7.4 that 2"-1 divides q, that q andq/(Z"-l) 
are the only divisors of q, and hence that q is a prime with q = 2)] -1. 

It remains an open problem whether there are any odd perfect 
numbers. 

1.8 Induction 

We began this book by claiming that arithmetic rests on the counting 
process and that proofs in arithmetic draw their strength from the 
logical essence of counting, mathematical induction. We gave one 
version of induction, called descent, and a few examples, and then 
said no more about it. So you may wonder whether induction is 
actually as important as we claimed. It is. Induction has been quietly 
intervening at crucial moments ever since we first mentioned it. 

Look again over the previous sections, and you will see that 
descent was used to prove the following fundamental results: 

• The division "algorithm" (or property) (Section l.2) . 

• Existence of a prime divisor (Section 1.3). 
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• Termination of the Euclidean algorithm (Section 1.5). 

• Unique prime factorization (Section 1.6). 

It is also needed for Exercise 1.1.4 on Egyptian fractions, and 
Exercise 1.5.4 on gcd(FI1+I , F,,). 

In addition to descent, which says that any descending sequence 
of natural numbers has a least member, we have used a form of in­
duction that could be called ascent: if a sequence of natural numbers 
includes I, and includes i + 1 when it includes i, then the sequence 
includes all natural numbers. This principle is immediate from the 
definition of the natural numbers by counting. 

Ascent is normally used to prove a statement about n, Sen) say, 
by proving that the sequence of numbers n for which Sen) holds 
includes all natural numbers. One has to prove 

1. Sen) is true for 1'1 = 1 
(the so-called base step) and 

2. Sen) is true for 1'1 = i + 1 when it is true for 1'1 = i 
(the so-called induction step). 

Then it follows by ascent that Sen) is true for all natural numbers n. 

This form of induction was used in two crucial results. 

• Correctness of the Euclidean algorithm (Section 1.5). To do this, 
we proved the statement S,,: gcd(a", bn ) = gcd(a, b). It is true for 
1'1 = I, because (aI, bl ) = (a, b); and it is true for 1'1 = i + 1 when 
it is true for 1'1 = i, because gcd(ai, b;) = gcd(ai+I, bi+d. 

• gcd(a, b) = ax + by for some integers x and y (Section 1.5). We 
actually proved the statement that all and b" are of this form: 
proving it true for n = I, because al = a and bl = b; then 
proving it true for n = i + 1 when it is true for 1'1 = i, because 
differences of numbers of the form ax + by are still of this form. 

Exercises 

The ascent form of induction is often used to prove equations involving 
a sum of 1'1 terms, such as Sen) : 1 + 2 + ... + n = /1(112+1). 

1.8.1. For this particular equation Sen), check the base step SO). Then add 
(i + 1) to both sides of S( i) to prove the induction step S( i) =} S( i + 1). 
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1.8.2. Similarly use induction to prove that 

2 2 2 n(n + 1)(2n + 1) 
1 +2 +···+n =-----

6 

and 

3 3 3 n(n + 1) 2 ( )
2 

1 + 2 + ... + n = 2 = (1 + 2 + ... + n) . 

On the other hand, a frequent complaint about such proofs is that one has 
to guess the right-hand side correctly before it is possible to get started. 
One would prefer a method that discovers the right-hand side, as well as 
proves it. For example, one can discover the form of 1 + 2 + ... + n by 
writing it a second time, in reverse: 

1 + 2 + ... + (n - 1) + n 

n + (n - 1) + ... + 2 + 1. 

It is then clear, by adding the two rows, that there is a sum of n + 1 in 
each of the n columns, hence 

2(1 + 2 + ... + n) = n(n + I), 

and therefore 

n(n + 1) 
1+2+···+n= . 

2 

The latter kind of proof is often called noninductive, but what has really 
happened is that induction has been redeployed to prove that each col­
umn has sum n + 1. This is so easy that the base step and induction step 
need not be spelled out. 

1.8.3. Use induction directly to prove the formula for the geometric 
series: 

2 3 n 1 - rn+1 
l+r+r +r +···+r =---, 

1 - r 

and describe a proof that leads to the discovery of this formula. 

According to Hasse (1928), Zermelo found an interesting inductive 
proof of unique prime factorization along the following lines. Assuming 
there is a natural number with two different prime factorizations, there 
is a least such number n, by descent. It follows that n has two prime 
factorizations with no common prime factor, otherwise we could cancel 
to get a smaller number with two prime factorizations. Next ... 
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l.8.4. Suppose that p is a prime in the first factorization of nand q is 
a prime in the second. Show that pq does not divide n, other­
wise there would be a smaller number with two different prime 
factorizations. 

We now let p < q be any two primes dividing the hypothetical 
least n with two prime factorizations. The following exercises derive a 
contradiction by showing that pq does divide n. 

1.8.5. ~ - ~ = j;q (q - p) is a natural number. (Why?) Deduce that ~ (q - p) 
is a natural number < n, hence with unique prime factorization, 
and that p divides ~ (q - p). 

1.8.6. But p does not divide q - p. (Why not?) Deduce from the unique 
prime factorization of ~ (q - p) that p divides ~, and hence that pq 
divides n, as required. 

1.9* Foundations 

The aim of mathematics is to prove things, which is hard, so mathe­
maticians continually search for clearer and more powerful methods 
of proof. From time to time, this leads to criticism of existing meth­
ods as being unclear, or too complicated, or too narrow. Attempts 
are then made to find methods to replace them, which may lead to 
some parts of mathematics being rebuilt on different foundations. 
Historically, most of the rebuilding has been in the foundations of 
geometry and calculus, which we'll look at later, but in the 19th and 
20th centuries it went as far as the foundations of arithmetic. The 
new foundations of arithmetic did not make the old ones obsolete, 
because in practice one gets along fine using induction and ring 
properties of 7L. But they were a revelation all the same, because 
they showed why induction is crucial to arithmetic: the ring prop­
erties can be derived from it. Thus arithmetic is entirely about the 
implications of the counting process! 

This surprising discovery, which had been missed by all math­
ematicians from Euclid to Gauss, is due mainly to Hermann 
Grassmann (1861) and Richard Dedekind (1888). 

Grassmann made the breakthrough by noticing that induction 
can be used not only as a method of proof, but as a method of defi-
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nition. 1b define a function f on the natural numbers by induction, 
one writes down a value of f(l), and a definition of 11 i + 1) in terms of 
f(i). It then follows by induction that fen) is defined for any natural 
number n. One function can be regarded as given along with the 
natural numbers themselves-the successor function fen) = n + l. 
All other standard functions, as Grassmann and Dedekind found, 
can be defined by induction. 

In particular, Grassmann found that + and x can be defined by 
induction, as follows. The defining equations for + are 

m+l=m+l for all m 

m + (i + 1) = (m + i) + 1 for all m, i. 

(1) 

(i+ 1) 

These equations are not as empty as they look! Equation (1) defines 
m + n for n = 1 (and all natural numbers m) as the successor of m. 
Equation (i+ 1) defines m+ (i+ 1) as the successor ofm+i (again for 
all natural numbers m). Thus the set ofn for which m + n is defined 
includes I, and it includes i + 1 when it includes i, hence it includes 
all natural numbers, by induction. 

Once + is defined, x is defined inductively by the equations 

mx 1 =m for all m 

m x (i + 1) = m x i + m for all m, i, 

(1) 

(i+ 1) 

because the value of m x (i + 1) is defined in terms m x i and the 
previously defined function -t-. 

The advantage of defining + and x this way is that their prop­
erties can also be proved by induction. With suitable definitions of 
o and the negative integers, similar to those in Section 1.3, Grass­
mann found inductive proofs of all the ring properties of 7l. (see the 
exercises). Thus induction is a complete foundation for arithmetic. 

Richard Dedekind (1888) asked himself the question: what are 
the properties of the successor function that allow it to serve as a 
basis for the rest of arithmetic? He found the answer to this question 
in terms of sets-a radical idea at the time, but one that has since 
been accepted as the most reasonable way to provide a foundation 
for all of mathematics. 

The essential properties of the successor function are very 
simple. 
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1. It is defined on an infinite set (namely, the set of natural 
numbers). 

2. It is one-to-one (that is, unequal numbers have unequal 
successors) . 

3. It is not onto the whole set (in particular, 1 is not a successor). 

Dedekind realized that any function f with these properties gives rise 
to a set that "behaves like" the natural numbers. If a is an element 
that is not a value of f, then a, j(a),f(f(a)) , ... behave like 1,2,3, .... 
Thus the abstract structure of the natural numbers is completely 
described by an infinite set and a function that is one-to-one but not 
onto. 

However, it is a deep philosophical question whether infinite sets 
can actually be proved to exist. Dedekind gave an answer that is very 
interesting, although it lies outside mathematics. He said that such 
a set is the set of possible ideas, because for every idea I there is 
another idea f(I) = the idea off, which is distinct from I. Indeed the 
"idea of' function f behaves like a successor function on the set of 
ideas. 

Mathematicians have not accepted Dedekind's set of ideas as a 
genuine set, and the existence of infinite sets is taken as an axiom, 
so we will not attempt to prove it. However, the statement of this 
axiom of infinity (as it is called) is remarkably similar to Dedekind's 
description ofthe set of ideas. For each set X we define a "successor" 
of X by taking X as a memher of a new set {X} (rather like forming 
the "idea of X"). The actual successor of X is taken to be X U {X}, the 
set whose members are the members of X and X itself, for technical 
reasons. Then the axiom of infinity says that there is a set Q rather 
like the set of ideas: Q is not empty (in fact, take the empty set to be 
one of its members), and along with each X in Q, the successor of X 

is also in Q. 

Thus when we pursue the natural numbers into the depths of set 
theory, what we find is nothing but the empty set and its successors. 
But this is all we need! John von Neumann (1923) suggested that 
this is the best way to define the natural numbers, or rather, the 
natural numbers together with zero, because the empty set is surely 
the best possible set to represent zero. lIere is what the first few 
numbers look like, according to his definition. 
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O={} (the empty set) 

1 = {OJ 

2={0,1} 

3={0,1,2} 

(the set whose only member is 0) 

In other words, 0 is the empty set, and each natural number is 
the set of its predecessors. You must admit that this definition can 
hardly be beaten for economy, because everything is built out of 
"nothing" -the empty set. It is also quite natural and elegant, because 
the ordering of natural numbers is captured by membership, the 
basic concept of set theory: m < n {:} m is a member of n. Last 
but not least, von Neumann's definition is a very snappy answer if 
anyone ever forces you to give a definition of the natural numbers! 

Exercises 

You may have noticed that the second equation in the definition of +, 
namely, 

m + (i + 1) = (m + i) + 1, 

is a special case of the associative law for +. In fact, this was precisely 
Grassmann's starting point in his inductive proof of the ring properties 
of 7L. The associative law for + (in N) may be formulated as a statement 
about n by letting 81 (n) be the statement: 

1 + (m + n) = (l + m) + n for all natural numbers 1 and m. 

1. 9.l. Show that 81 (1) is true by definition of +. 
1.9.2. Prove 8] (i) =} 81 (i + 1) with the help of 81 (1). 

Grassmann's next goal was to use associativity of + to prove commu­
tativity of + in N, again inductively. However, it is not even clear that 
1 + n = n + 1, so the latter statement, call it 82 (n), must be proved first. 
82 (1) is 1 + 1 = 1 + 1, so 82 (1) is true! 

1.9.3. Prove 82 (i) =} 82 (i + 1) using associativity of +. 
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Finally, we can let S3(n) be the full commutativity statement for N: 

m+n=n+m for all natural numbers m. 

S., (l) is 1 + n = n + 1, which has just been proved, so it remains to do the 
following. 

1.9.4. Prove S3(i) :::} S3(i + 1) using associativity of + and Sl(l). 

Now let us switch to Dedekind's work. When we said that 
aJ(a)J(f(a» •... "behave like" 1,2,3 ... , you may have wanted to ask: 
what is the exact meaning of the three dots? This is a fair question, 
because [ could be defined beyond where we intend the sequence 
aJ(a)J(f(a», ... to go. Here is an example. 

1.9.5. Let S be the union of N with the set lL + 1/2 = (m + 1/2 : m E lL). 

and let [(x) = x + 1. Now show 

(a) [is defined for all members of S, is one-to-one, but not onto S. 

(b) S does not behave like N, because infinite descent is possible 
in S. 

In this example, a = 1, and the intended meaning of {aJ(a)J(f(a», ... } 
is the set N. But how do we capture the meaning of " ... " in other cases 
without using expressions like "obtainable in a finite number of steps" 
which assume what we are trying to define? Dedekind also had an answer 
to this question. He said that {aJ(a)J(f(a», ... } consists of the elements 
that belong to all sets that include a, and that include [(x) when they 
include x. 

1.9.6. Ponder Dedekind's definition, and show that it also enables us to 
define N from the set n asserted to exist by the axiom of infinity. 

1.10 Discussion 

The Euclidean Algorithm 
The Euclidean algorithm is a splendid example of the universality 
of mathematics. It seems to have been discovered in three different 
cultures and for several different mathematical purposes. In ancient 
Greece it was crucial in Euclid's theory of divisibility and primes, as 
we have seen, and it was also important in the study of irrational 
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numbers (see Section 8.6*). Euclid's proof of the prime divisor prop­
erty was actually more complicated than the one given in Section 
1.6, because he apparently did not know that gcd(a, b) = rna + nb 
for integers rn and n. 

This linear representation of the gcd was discovered in India 
and China, perhaps first by Aryabhata and Bhaskara I around 500 
AD. The Indian mathematicians were interested in integer solutions 
of equations ax + by = c, and this depends on finding gcd(a, b) in 
the form rna + nb, as we saw in Section 1.5. Such problems also 
arose in Chinese mathematics, particularly in the so-called "Chinese 
remainder" problems we shall study in Section 6.6. 

The algorithm became familiar in Europe by the 16th century, 
but for another 200 years it was considered just a useful tool rather 
than a revealing property of numbers. Gauss avoided use or men­
tion of the Euclidean algorithm in his Disquisitiones Arithrneticae. He 
avoided using it for the fundamental theorem of arithmetic by giving 
a direct proof, by descent, of the prime divisor property (the one cov­
ered in Exercises 1.6.4 and 1.6.5). He did not even mention it when 
discussing the gcd and 1cm, giving instead the rules for computing 
them from prime factorizations, and saying only that 

we know from elementary considerations how to solve these 
problems when the resolution of the numbers A, B, C, etc. 
into factors are not given (Disquisitiones, article 18). 

And he hid its role in the solution of ax + by = 1 (article 28) by 
referring only to the so-called "continued fraction" method, which is 
equivalent. 

Dirichlet simplified, and in some ways extended, the Disqui­
sitiones in his Vorlesungen ilber Zahlentheorie (lectures on number 
theory) of 1867. One of his reforms was reinstatement of the Eu­
clidean algorithm. He used it to derive the fundamental theorem 
and related results much as we have in this chapter, and went so far 
as to say: 

It is now clear that the whole structure rests on a single foun­
dation, namely the algorithm for finding the greatest common 
divisor of two numbers. All the subsequent theorems, even 
when they depend on the later concepts of relative and abso-
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lute prime numbers, are still only simple consequences ofthe 
result of this initial investigation ... (Dirichlet (1867), §16). 

One of the reasons Dirichlet was enthusiastic about the Euclidean 
algorithm was that it could be used in other situations, a fact that also 
converted Gauss in the end. In 1831, Gauss found it useful to intro­
duce what are now called Gaussian integers -numbers of the form 
a+bA, which we shall study in Chapter 7 -and found that the key 
to their arithmetic was the applicability of the Euclidean algorithm. 
Perhaps it was with this generalization in mind that Dirichlet based 
his number theory on the Euclidean algorithm from the beginning, 
because the passage quoted above continues: 

... so one is entitled to make the following claim: any anal­
ogous theory, for which there is a similar algorithm for 
the greatest common divisor, must also have consequences 
analogous to those in our theory. 

Induction 

The ascent form of induction is now considered indispensible in all 
fields of mathematics that use natural numbers, so one would expect 
to find it in the earliest mathematical works. Surprisingly, it does not 
seem to be there. The first clear statement of the "base step, induc­
tion step" format first appeared in 1654. How did mathematicians 
manage for so long without this essential tool? 

The answer, I believe, is that until recently mathematicians pre­
ferred descent to the "base step, induction step" form of induction 
we called ascent in Section 1.8. Descent is not only simpler than as­
cent because no "base step" is involvedi it also seems to occur more 
naturally at the lower levels of mathematics. 

Examples of descent date from ancient times, at least as far back 
as Euclid's Elements, around 300 Be, and conceivably in proofs that 
,J2 is irrational. Euclid uses descent in Proposition 31 of Book VII 
of the Elements, to prove that any composite number A has a prime 
divisor or, as he puts it, that A is "measured" by some prime. He 
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argues that A has some divisor B, because A is composite. If B is 
prime we are done; if not, B has a divisor C, and so on. He then 
claims 

Thus, if the investigation be continued in this way, some 
prime number will be found which will measure the number 
before it, which will also measure A. 

And his punchline is an appeal to descent: 

For, if it is not found, an infinite series of numbers will mea­
sure the number A, each of which is less than the other: 
which is impossible in numbers. 

Euclid also assumes termination of the Euclidean algorithm with­
out comment throughout the Elements. It is obvious, of course, but 
hardly more obvious than the existence of a prime divisor. Evidently 
Euclid was only fleetingly aware of the importance of induction; 
nevertheless it is to his credit that he noticed it at least once. 

Most mathematicians failed to notice descent until around 1640, 
when Fermat began to announce spectacular new results in number 
theory and claim they were due to a "method of infinite descent!' 
His most famous proof, and in fact the only one he disclosed, shows 
that there are no natural numbers a, b, and c such that a4 + b4 = cZ• 

He assumed, on the contrary, that there is a solution a = Xl, b = Yl, 
C = Zl, and showed how to descend to a smaller solution a = Xz, 

b = Y2, C = Z2. By descending indefinitely in this way, one obtains 
a contradiction that proves the desired result "by infinite descent." 
The details maybe seen in Section 4.7*. 

This proof made mathematicians conscious of descent for the 
first time and hinted at its power. At the same time, unfortunately, 
the simple logical principle of descent was buried under the techni­
cal problem of finding the descent step. Mathematicians continued 
to use descent until the late 19th century without realizing that 
an important principle was involved. The Gauss (lSOl) proof of 
the prime divisor property (Exercises l.6.4 and 1.6.5) is a simpler 
example. 

Ascent was likewise used for a long time without the importance 
of the induction step being noticed. Mathematicians naturally tried 
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to make proofs as simple as possible, so ascent proofs were organized 
to make the induction step trivial, and hence not worth mentioning. 
A brilliant example is Euclid's summation of the geometric series 
(Elements, Book IX, Proposition 35). It was also easier to discover 
results in these circumstances. And as long as it was possible to play 
down the induction step, it was possible to overlook the underlying 
principle of induction. 

The induction step ultimately came to light not in number theory 
but in combinatorics, where complicated inductions perhaps arise 
more naturally. The first really precise formulation of induction is 
by Blaise Pascal (1654), who clearly used the "base step, induction 
step" format to prove the basic properties of Pascal's triangle. 

Understanding did not advance much between 1654 and 1861. 
Ascending and descending forms of induction were both occasion­
ally used, but without recognition of their importance, or even their 
equivalence. Certainly, one would not think the time was ripe for a 
high school teacher to write a textbook using mathematical induc­
tion as the sale basis of arithmetic! Enter Hermann Grassmann. His 
Lehrbuch der Arithmetik' fUr h6here Lehranstalten (textbook of arith­
metic for higher instruction) contains the fundamental idea that 
everyone else had missed: the whole of arithmetic follows from the 
process of succession. As we explained in Section 1. 9 *, he did this by 
using induction to define + and x from the successor function, and 
hence prove the ring properties of ?L. 

But, sadly, Grassmann was a generation ahead of his time. His 
work fell into obscurity so fast that even like-minded mathemati­
cians of the 1880s and 1890s were unaware of it. Dedekind (1888) 
rediscovered the inductive definitions of + and x in terms of the 
successor function and decided to dig deeper, to explain the nature 
of succession itself. As we asked before Exercise 1.9.5: in the expres­
sion 1,2,3, ... , what does ... mean? It is not enough to say lithe 
remaining values of the successor function fen) = n + I," because 
fen) is also defined on the numbers n = m + 1/2 for integers m, and 
we do not intend these values to be included among the successors 
of 1. The crux of the problem of defining succession is to exclude 
such "alien intruders," as Dedekind called them. 
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As indicated in Section 1. 9 *, Dedekind's solution makes crucial 
use of set theory. His discoveries were in fact very influential in 
the development of logic and set theory in the 20th century. Also, 
his (and Grassmann's) method of definition by induction led to the 
theory of recursive functions, and ultimately to computer program­
ming and computer science. This is a surprising twist to a basically 
philosophical investigation, but mathematics often seems to find its 
way into the real world, without being asked. 



Geotnetry 

CHAPTER 

2.1 Geometric Intuition 

Geometry is in many ways opposite or complementary to arithmetic. 
Arithmetic is discrete, static, computational, and logical; geometry is 
continuous, fluid, dynamic, and visual. The fundamental geometric 
quantities (length, area, and volume) are familiar to everyone but 
hard to define. And some "obvious" geometric facts are not even 
provable; they can be taken as axioms, but so can their opposites. 
In geometry, intuition runs ahead oflogic. Our imagination leads us 
to conclusions via steps that i/look right" but may not have a purely 
logical basis. A good example is the Pythagorean theorem, that the 
square on the hypotenuse of a right-angled triangle equals (in area) 
the sum ofthe squares on the other two sides. This theorem has been 
known since ancient times; was probably first noticed by someone 
playing with squares and triangles, perhaps as in Figure 2.1. 

The picture on the left shows a big square, minus four copies 
of the triangle, equal in area to the squares on the two sides. The 
second picture shows that the big square minus four copies of the 
triangle also equals the square on the hypotenuse. Q.E.D. 

This is a wonderful discovery (and it gets better, as we shall 
see later), but what is it really about? In the physical world, exact 
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FIGURE 2.1 A proof of the Pythagorean theorem. 

triangles and squares do not exist, so the theorem has to be about 
some kind of ideal or abstract objects. And yet, we are surely using 
our experience with actual triangles and squares to draw conclusions 
about the abstract ones. 

Thus the gift of geometric intuition is both a blessing and a curse. 
It gives us amazingly direct access to mathematical results; yet we 
cannot be satisfied with the results seen by our intuition until they 
have been validated by logic. The validation can be very hard work, 
and it would be disappointing if its only outcome was confirmation 
of results we already believe. A method of validating intuition is 
worthwhile only if it takes us further than intuition alone. 

The most conservative solution to the problem of validating intu­
ition is the so-called synthetic geometry. In this system, all theorems 
are derived by pure logic from a (rather long) list of visually plau­
sible axioms about points, lines, circles, planes,and so on. Thus we 
can be sure that all theorems proved in synthetic geometry will be 
intuitively acceptable. This was the approach initiated in Book I of 
Euclid's Elements and perfected in David Hilbert's Foundations of Ge­
ometry (1899). Its advantages are that it is self~contained (no concepts 
from outside geometry) and close to intuition (the steps in a proof 
may imitate the way we "see" a theorem). However, it fails to explain 
the mysterious similarity between geometry and arithmetic; the fact 
that geometric quantities, like numbers, can be added, subtracted, 
and (in the case of lengths) even multiplied. It looks like geometry 
and arithmetic share a common ground, and mathematics should 
explain why. 

The search for a common ground of arithmetic and geometry 
led to the so-called analytic geometry, initiated in Rene Descartes' 
Geometry (1637) and also perfected by Hilbert. It is more efficient 
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as a way of making geometry rigorous, and history has shown it 
to be more fruitful than synthetic geometry in its consequences. It 
enriches both arithmetic and geometry with new concepts, and in 
fact with the whole new mathematical world of algebra and calculus. 
As we shall see in later chapters, the new world is not separate from 
the old, but it increases our understanding of it. Algebra not only 
throws new light on geometry, it also enables us to solve problems 
about the natural numbers that were previously beyond reach. 

Analytic geometry will be developed in the next chapter. In the 
meantime, we will use intuition freely to gain a bird's eye view of 
the landmark results and concepts in geometry, to see how far arith­
metic concepts apply to geometric quantities, and to see why the 
number concept needs to be extended to build a common foundation 
for arithmetic and geometry. 

Exercises 

The Pythagorean theorem has been discovered many times, in different 
cultures, and proved in many different ways. The very immediate proof 
indicated in Figure 2.1 was given by Bhaskara II in 12th century India. 
Another way the theorem may have been discovered was suggested by 
Magnus (1974), p. 159. It comes from thinking about the tiled floor shown 
in Figure 2.2. 

FIGURE 2.2 Pythagorean theorem in a tiled floor. 
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FIGURE 2.3 Rectangle in a circle. 

2.1.1. Explain how Figure 2.2 is related to the Pythagorean theorem. (The 
dotted squares are not the tiles; they are a hint.) 

The converse Pythagorean theorem is also important: if a, b, and c 
are lengths such that a2 + b2 = c2 then the triangle with sides a, b, and c is 
right-angled (with the right angle formed by the sides a and b). 

2.l.2. Deduce the converse Pythagorean theorem from the Pythagorean 
theorem itself. 

2.l.3. Deduce the Pythagorean theorem from its converse. 

Another very old theorem is that any right-angled triangle fits in a 
semicircle, with the hypotenuse as diameter. According to legend, syn­
thetic geometry began with a proof of this theorem by Thales in the 
6th century B.C. 

2.l.4. Why might Figure 2.3 lead you to believe that any right-angled 
triangle fits in a semicircle? 

2.2 Constructions 

The aim of Euclid's geometry is to study the properties of the sim­
plest curves, the straight line, and the circle. These are drawn by the 
simplest drawing instruments, the ruler and the compass; hence 
much of the Elements consists of so-called ruler and compass con­
structions. In fact, two of Euclid's axioms state that the following 
constructions are possible. 

• 1b draw a straight line from any point to any other point. 

• 1b draw a circle with any center and radius. 
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FIGURE 2.4 Constructing an 
equilateral triangle. 

His axioms do not state the existence of anything else, so all other 
figures arc shown to exist by actually constructing them. Certain 
points, lines, and circles being given, new ones are constructed using 
ruler and compass. This creates new points, from which new lines 
and circles are constructed, and so on, until the required figure is 
obtained. 

Euclid's first proposition is that it is possible to construct an 
equilateral triangle with a given side AB, and his first figure shows 
how it is done (Figure 2.4). Namely, draw the circle with center A 

and radius AB, then the circle with center B and radius BA, and 
connect A and B by straight lines to one intersectlon, C, of these 
circles. 

Several other important constructions come from this. 

1. Bisecting an angle. 
Drawing a circle with center at the apex 0 of the angle marks 
off equal sides OA and OB (Figure 2.5). Then if we construct an 
equilateral triangle ABC, the line OC will bisect the angle AOE. 

2. Bisecting a line segment. 

o 

Given the line segment AB, construct the equilateral triangle 
ABC. Then the bisector of the angle ACB also bisects AB. 

FIGURE 2.5 Bisecting 
an angle. 
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o ~-------+~-- 0' FIGURE 2.6 
Replicating an angle. 

3. Constructing the perpendicular to a line through a point a 
not on it. 
Draw a circle with center a, large enough to cut the line at points 
A and B. Then the bisector of angle AOB will be the required 
perpendicular. 

As one notices from these constructions, the compass gives an easy 
way to replicate a given line segment. It is also possible to replicate 
a given angle. For example, one can draw a circle with unit radius 
centered on the apex a of the angle, then use the line AB between 
its intersections as a second radius to find points A', B' so that angle 
B'O'A' = angle BOA, with 0' a given point on the given line (Figure 
2.6). Euclid uses angle replication to construct a parallel to a given 
line through a given point. He chooses a point a at random on the 
line, joins it to the given point a', then replicates the angle O'OX as 
angle OO'X' (Figure 2.7). 

The construction of parallels is needed to divide a line segment 
AB into n equal parts, for any natural number n. (The special case 

x' ------------~------

------~----------x 
o 

FIGURE 2.7 Constructing a parallel. 
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A B 

FIGURE 2.8 Cutting a line segment into equal parts. 

n = 2, or bisection, is not typical, because it does not require par­
allels.) Along any line through A (other than AB) mark n equally 
spaced points P1 , P2 , ••• ,Pn by repeatedly replicating an arbitrary 
line segment API. Then join Pn to B, and draw parallels to PnB 

through P1 , P2 , •.. ,Pn- 1 (Figure 2.8). These parallels cut AB into n 
equal parts. 

Exercises 

Most of the following problems are variations on the theme of finding the 
perpendicular bisector of a line segment. 

2.2.1. Describe the construction of the perpendicular to a line through a 
given point on the line. 

2.2.2. Given a circle, but not its center, give a construction to find the 
center. 

2.2.3. The perpendicular bisectors of the sides of a triangle meet at a 
single point. What property of the perpendicular bisector makes 
this obvious? 

2.2.4. Use Exercise 2.2.3 to find a circle passing through the vertices of 
any triangle. 

2.2.5. Describe the construction of a square and a reguIar hexagon. 

The Greeks also found a construction of the regular pentagon, but 
no essentially new constructions were found until Gauss in 1796 found 
how to construct the regular 17-gon. This led to an algebraic theory of 
constructibility that explained why no constructions had been found for 
the regular 7-gon, ll-gon, and others. The astonishing result of Gauss's 
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theory (completed by Pierre Wantzel in 1837) is that the regular n-gon is 
constructible if and only if n is the product of a power of 2 by distinct 
Fermat primes. (Recall that these were defined in Exercise l.2.7.) 

2.2.6. If gcd(m, n) = 1 and the regular m-gon and n-gon are constructible, 
show that the regular mn-gon is also constructible. 

2.3 Parallels and Angles 

The crucial assumption in Euclid's geometry-the one that makes 
the geometry "Euclidean"-is the parallel axiom. It can be stated in 
many different ways, the most concise of which is probably the one 
given by Playfair in 1795. 

Parallel axiom. If L is a line and P is a point not on L, then 
there is exactly one line through P that does not meet L. 

The single line through P that does not meet L is called the parallel to 
L through P. Euclid's statement is more complicated, and it involves 
the concept of angle, which is not mentioned in the Playfair version. 
This would ordinarily be regarded as inelegant mathematics, but 
in this case it is more informative, and it points us toward some 
important consequences of the parallel axiom. 

That, if a straight line falling on two straight lines make the 
interior angles on the same side less than two right angles, 
the two straight lines, if produced indefinitely, meet on that 
side on which are the angles less than the two right angles. 
[From the edition of Euclid's Elements by Heath (1925), p. 202] 

Figure 2.9 shows the situation described by Euclid, which is what 
happens with nonparallel lines. If the angles a and f3 have a sum 
less than two right angles, then L meets :M. on the side where a and 
f3 are. Th see why Euclid's statement is equivalent to Playfair's, one 
only needs to know that angles a and f3 sum to two right angles if 
they can be moved so that together they form a straight line (Figure 
2.10). The same figure shows that the vertically opposite angles, both 
marked a, are equal, because each of them plus f3 equals two right 
angles. 
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fJ 

L 

FIGURE 2.9 Nonparallel1ines. 

fJ 
a a 

FIGURE 2.10 Vertically opposite angles. 

Euclid's statement of the parallel axiom tells us that a line :M 
can fail to meet line .£ only when the two interior angles a and fJ 
sum to two right angles. This follows from the facts about angles just 
mentioned. If a + fJ is greater than two right angles, then the interior 
angles on the other side of the transverse line :N will sum to less 
than two right angles, and hence :M will meet .£ on the other side. If 
a + fJ equals two right angles, the interior angles on the other side of 
the transverse line :N are also a and fJ, hence also of sum equal to 
two right angles. In this case it follows by symmetry that .£ and :M 
meet on both sides or neither side. The possibility of two meetings 
is ruled out by another axiom, that there is only one straight line 
through any two points. Hence there is exactly one line :M through 
P that does not meet.£: the line for which a + fJ equals two right 
angles (Figure 2.11). The most important property of angles that 
follows from the parallel axiom is that the angle sum of a triangle 
is two right angles. The proof is based on Figure 2.12, which shows 
an arbitrary triangle with a parallel to one side drawn through the 
opposite vertex. The angles of the triangle recur as shown and hence 
sum to a straight line. 

It follows, by pasting triangles together, that the angle sum of 
any quadrilateral is four right angles. In particular, in a quadrilat­
eral with equal angles, each angle is a right angle. This means that 
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L 

FIGURE 2.11 Parallel lines and related angles. 

FIGURE 2.12 Angle sum of a triangle. 

rectangles and squares of any size exist. Of course, this is what we 
always thought, but we can now see that it follows from a small 
number of more basic statements about straight lines, among them 
the crucial parallel axiom. As we shall see in Section 2.5, the exis­
tence of rectangles is the key to the intuitive concept of area and to 
finding a common ground for geometry and arithmetic. 

Exercises 

The crucial role of the parallel axiom can be seen from the number 
of important statements that are equivalent to it, and hence cannot be 
proved without it. Not only are the Playfair and Euclid versions equivalent 
to each other (Exercise 2.3.1 completes the proof of this), they are also 
equivalent to the statement about the angle sum of a triangle (Exercise 
2.3.2). 

2.3.1. Deduce Euclid's version of the parallel axiom from Playfair's. 

2.3.2. Deduce Euclid's version of the parallel axiom from the statement 
that the angle sum of a triangle is two right angles. 
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2.3.3. Assuming that any polygon can be cut into triangles, show that 
the angle sum of any n-gon is (n - 2)Jr, where Jr denotes two right 
angles. 

2.3.4. Deduce from Exercise 2.3.3 that the only ways to tile the plane 
with copies of a single regular n-gon (that is, an n-gon with equal 
sides and equal angles) are by equilateral triangles, squares, and 
regular hexagons. 

2.3.5. Show that the plane can be tiled with copies of any single triangle. 

2.4 Angles and Circles 

One of the first theorems in Euclid's Elements says that the base 
angles of an isosceles ("equal sides') triangle are equal. The most elegant 
proof of this theorem was found by another Greek mathematician, 
Pappus, around 300 A.D. It goes like this. Suppose ABC is a triangle 
with AB = BC (Figure 2.13). Because AB = BC, this triangle can be 
turned over and placed so that BC replaces AB, and AB replaces BC. 

In other words, the triangle exactly fills the space it filled in its old 
position. In particular, the base angle BAC fills the space previously 
filled by angle BCA, so these two angles are equal. 

Ttiangles that occupy the same space were called congruent by 
Euclid. He used the idea of moving one triangle to coincide with 
another to prove the two triangles congruent when they agree in 
certain angles and sides. The preceding argument uses "side-angle­
side" agreement: iftwo triangles agree in two sides and the included 
angle, then one can be moved to coincide with the other. Congru-

B 

A C 

FIGURE 2.13 An isosceles triangle. 
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ence also occurs in the angle-side-angle and side-side-side cases. 
Later mathematicians felt that the idea of motion did not belong in 
synthetic geometry, and instead stated the congruence of triangles 
with side-angIe-side, angle-side-angle, or side-side-side agreement as 
axioms. This was done in Hilbert's Foundations of Geometry (1899), 
for example. The idea of motion came back in Felix Klein's definition 
of geometry, which we sha11 discuss in Chapter 3. 

Whichever approach is adopted, the theorem on the base angles 
of an isosceles triangle is the key to many other results. Perhaps 
the most important is the theorem relating angles in a circle: an arc 
of a circle sub tends twice the angle at the center as it does at the cir­
cumference. Figure 2.14 shows the situation in question-the arc AE 
and the angles AOE and APB it subtends at the center and circum­
ference, respectively-together with a construction line PQ, which 
gives away the plot. 

Because the lines OA and OP are radii of the circle, they are 
equa1. Therefore, triangle POA is isosceles, with equal base angles ex 
as shown. The external angle QOA is therefore 2ex because it, like the 
interior angles ex, forms a sum of two right angles with the interior 
angle AOP. Similarly, the triangle POE has equal angles fJ as shown 
and an exterior angle 2fJ. Thus the angle 2(ex + fJ) at the center is 
twice the angle ex + fJ at the circumference. 

A~----------~~ 

FIGURE 2.14 Angles 
subtended by an arc. 



Exercises 49 

In the special case where the arc AB is half the circumference 

so that the angle at the center is straight, we find that the angle at 
the circumference is a right angle. This should remind you of the 

theorem of Thales mentioned in the exercises for Section 2.l. 

Exercises 

We originally stated the theorem ofThales by saying that any right-angled 
triangle fits in a semicircle. The special case of the theorem about angles 
in a circle says, rather, that any triangle in a semicircle is right-angled. 
The two theorems are actually converses of each other. However, they 
are both true, and the relationship between them can be traced back to 
converse theorems about isosceles triangles. 

2.4.1. Prove that a triangle with two equal angles is isosceles. 

2.4.2. What form of congruence axiom is involved in Exercise 2.4.1? 

From Exercise 2.4.1, which is the converse theorem about isosceles 
triangles, we deduce the converse Thales' theorem. It is based on Figure 
2.15. 

2.4.3. If triangle PAB has a right angle at P and PO is drawn to make the 
equal angles marked ex, show that this also results in equal angles 
marked f3. 

2.4.4. Deduce from Exercise 2.4.3 that each right-angled triangle fits in a 
semicircle. 

The fact the angle at the circumference is half the angle at the center 
implies that the angle at the circumference is constant. This means that 

A ~----------------~P ex ex f3 

o 

f3 

B 

FIGURE 2.15 A right-angled triangle. 
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FIGURE 2.16 Apparent size of a chord of a 
circle. 

the chord AB looks the same size, viewed from any point on the circle 
(Figure 2.16). 

Now suppose that we vary the circle through A and B, and consider 
the effect on the apparent size of AB (a problem of practical importance 
if, say, you are trying to score a goal between goalposts A and B). 

2.4.5. Show that the maximum apparent size of AB, viewed from a line 
CD, occurs at the point where CD is tangential to a circle through 
A andB. 

2.5 Length and Area 

Arithmetic and geometry come together in the idea of measurement, 
first for lengths, but more interestingly for areas. In fact, the very 
word "geometry" comes from the Greek for "land measurement!' 
Th measure lengths, we choose a fixed line segment as the unit of 
length and attempt to express other lengths as multiples of it. By 
joining copies of the unit end to end we can obtain any natural 
number multiple of the unit, and by dividing these into equal parts, 
we also obtain any rational multiple of the unit. For most practical 
purposes, this is sufficient, because rational multiples of the unit 
can be as small as we please. However, we know from Section 1.1 
that viz is not rational, and mathematicians would like to be able to 
speak of a length viz, even though the similar length 1.414 might be 
near enough for surveying or carpentry. 

The fundamental problem in measurement is to find enough 
numbers to represent all possible lengths. This problem is more 
difficult than it looks, and we shall postpone it until the next chapter. 
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For the time being we shall just assume that every length is a number. 
The Greeks did not believe such an assumption was necessary, but 
this caused difficulties with their theory of area, as we shall see now 
and in the next section. 

Just as length is measured by counting unit lengths, area is mea­
sured by counting unit squares, that is, squares whose sides are of 
unit length. For example, a rectangle of height 3 and width 5 can be 
cut into 3 x 5 = 15 unit squares, as Figure 2.17 clearly shows; hence 
it has area 15. 

How convenient that we call it a 3 x 5 rectangle! Multiplication 
is the natural symbol to describe rectangles, because it gives the 
number of unit squares in them. And not only when the sides are 
integer multiples of the unit. A rectangle of height 3/2 and width 
5/2 can similarly be cut into 15 squares of side 1/2, each of which 
has area 1/4 (because four ofthem make a unit square). Hence the 
area of the 3/2 x 5/2 rectangle is 3/2 x 5/2 = 15/4. 

The same idea, cutting into little fractional squares, shows that 
the area of an r x s rectangle is rs for any rational multiples rand s 
of the unit. But what about, say, a square with side J2? Is its area 
J2 x J2 = 2? Well, the area of an r x r square should be close to the 
area of a J2 x J2 square when r is a rational number close to J2. 
If so, 2 is the area of the J2 x J2 square, because 2 is the number 
approached by the values r2 as r approaches J2. 

For the Greeks, the area of the J2 x J2 square was not a prob­
lem, because they defined J2 to be the side of a square of area 2. The 
price they paid for this was having to develop a separate arithmetic 
of lengths and areas, since they did not regard J2 as a number. If 
one wants all lengths to be numbers, defining the area of a rectan­
gle is the same as defining the product of irrational lengths, and it 
can only be done by comparing the rectangle with arbitrarily close 
rational rectangles. Once the area of a rectangle is known to be 

FIGURE 2.17 A 3 x 5 rectangle. 
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r----,--------------,----, 

FIGURE 2.18 Area of a parallelogram. 

height x width, however, there is a simple way to find the area of 
other polygons: by cutting and pasting. 

For example, the standard proof that the area of a triangle is 
~basexheight is achieved by cutting and pasting. We first argue that 
the area of the triangle is half the area of the parallelogram obtained 
by pasting two copies of the triangle together, then that 

area of parallelogram = base x height 

by cutting a triangle off one end of the parallelogram and past­
ing it on to the other to make a rectangle with the same base and 
height (Figure 2.18). After this, the area of any other polygon follows, 
because any polygon can be cut into triangles. 

Exercises 

It is not quite obvious that any polygon can be cut into triangles, so we 
should check that this is true, because it is the only way we know to 
define the area of a polygon. 

2.5.1. A polygon n is convex if the line segment connecting any two 
points of n is contained in n. Show that a convex polygon with n 
sides can be cut into n triangles. 

Thus it now suffices to prove that any polygon can be cut into a finite 
number of convex polygons. This can be done in two easy steps. 

2.5.2. Show that any finite set of lines divides the plane into convex 
polygons. 

2.5.3. Deduce from Exercise 2.5.2 that any polygon is cut into convex 
pieces by the lines that extend its own edges. 
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2.6 The pythagorean Theorem 

Having seen the main ideas of Greek geometry, it is worth looking 
again at the Pythagorean theorem, to see where it fits into the big 
picture. Logically, it comes after the basic theory of area, and in fact 
Euclid uses the fact that a triangle has half the area of a parallelogram 
with the same base and height. His proof goes as follows (referring 
to Figure 2.19). 

square ABFG on one side of the triangle 

= 2 x triangle CFB 

(same base and height), 

= 2 x triangle ABD 

(because the triangles are congruent by agreement 
of side-angIe-side), 

= rectangle BMLD 

(same base and height). 

H 

7K 

F 

~-++-------~~c 

D L E 

FIGURE 2.19 Areas related to the right-angled triangle. 
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Similarly, square ACKH on the other side of the triangle equals 
rectangle MCEL, so the squares on the two sides sum to the square 
on the hypotenuse. 0 

As mentioned in Section 2.1, the Pythagorean theorem was dis­
covered in several different cultures, and in fact some of them 
discovered it long before the time of Pythagoras. However, Pythago­
ras and his followers (the Pythagoreans) deserve special mention 
because they also discovered that ..j2 is irrational. According to leg­
end, this discovery caused great dismay because it conflicted with 
the Pythagorean philosophy that "all is number." The Pythagoreans 
initially believed that all things, including lengths, could be mea­
sured by natural numbers or their ratios. Yet they could not deny 
that the diagonal of the unit square was a length, and according to 
the Pythagorean theorem its square was equal to 2, hence the side 
and diagonal of the square were not natural number multiples of a 
common unit. 

The first fruits of the contlict were bitter, to our taste, but they 
had a huge intluence on the development of mathematics. 

• Separation of arithmetic and geometry. 

• Development of a separate arithmetic of lengths and areas. 

• Preference for the latter "geometric" arithmetic, and the 
development of a corresponding "geometric algebra." 

In geometric algebra, lengths are added by joining them end to end 
and multiplied by forming the rectangle with them as adjacent sides, 
the product being interpreted as its area. Areas are added by pasting. 
From the Pythagorean viewpoint, it is natural to relate lengths via 
areas. The basic example is the Pythagorean theorem itself, which 
says that the sides and hypotenuse of a right-angled triangle are 
simply related via their squares, even though they are not simply 
related as lengths. 

The sweeter fruits of the contlict grew from the eventual recon­
ciliation of arithmetic and geometry. This began only in the 17th 
century, when Fermat and Descartes introduced analytic geometry, 
and it was not completed until the late 19th century. It was difficult 
because: 
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• Arithmetic and geometry involve very different styles of thought, 
and it was not clearly possible or desirable to do geometry 
"arithmetically." 

• Defects in Euclid's geometry were very deep and subtle. It was 
not clear that they had anything to do with arithmetic-or the 
lack of it. 

• Arithmetic was in no position to mend the subtle defects of ge­
ometry until its own foundations were sound. In particular, a 
clear concept of number was needed. 

But the greater the difficulties, the greater the creativity needed to 
overcome them. The process of reconciliation began with the help 
of new developments in algebra in the 16th century. This made the 
methods of arithmetic competitive in geometry fOT the first time. 
The process was accelerated by calculus, which gave answers to 
previously inaccessible questions about lengths and areas of curves. 
But it was also calculus, with its focus on the "infinitesimal," that 
most needed a clear concept of number. In 1858, Dedekind realized 
that calculus, geometry, and the concept of irrational could all be 
clarified in one fell swoop. He defined the concept of real number to 
capture all possible lengths, and thus completed the reconciliation 
of arithmetic and geometry. The details may be found in Chapter 3. 

Exercises 

In geometric algebra, a product of three lengths was interpreted as a 
volume, and there was no interpretation of products of four or more 
lengths. 

2.6.1. With these definitions of addition and multiplication, show that 
the associative, commutative and distributive laws (Section 1.4) 
are valid. 

2.0.2. Show that the formula (a + b)" = a" + 2ab + b" has a natural 
interpretation in terms of addition and multiplication oflengths. 

2.6.3. Also give a geometric interpretation of the identity b2 - a2 = 
(b - a)(b + a). 
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FIGURE 2.20 Geometric solution of a quadratic 
equation. 

In the Elements, Book II, Proposition 11, Euclid solves the equation 
x2 = (a - x)a by the construction shown in Figure 2.20. 

2.6.4. Use Pythagoras' theorem and algebra to check that this is a correct 
solution. 

2.7 Volume 

The theory of volume looks much the same as the theory of area 
at first. The unit of volume is the cube with sides of unit length, 
and this leads easily to the volume formula for a cuboid, the figure 
whose faces are rectangles. For a cuboid with integer sides we see 
immediately that volume = width x height x depth by cutting the 
cuboid into unit cubes. The same formula follows for a cuboid with 
rational sides by cutting into equal fractional cubes, as we did for 
rectangles in Section 2.5. Finally, the formula is true for irrational 
sides either by definition of the product of three lengths (as the 
Greeks would have it), or by definition of the product of irrational 
numbers (as we prefer today). 

From the cuboid, we can obtain certain other volumes by cutting 
and pasting, for example, the volume of the parallelepiped and the 
triangular prism. The parallelepiped (pronounced "parallel epi ped" 
where "epi" rhymes with "peppy"), is the three-dimensional figure 
analogous to the parallelogram, and the triangular prism is obtained 
by cutting a parallelepiped in half (Figure 2.21). 
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FIGURE 2.21 Parallelepiped and triangular prism. 

If we cut a prism off the left end of a cuboid and paste it to the 
right end (Figure 2.22), we obtain a parallelepiped with a rectangular 
base and rectangular ends, and volume equal to that of the cuboid, 
namely, base area x height. 

By similarly cutting a prism off the front and pasting it to the 
back, we obtain a parallelepiped with only the top and bottom rect­
angular, but still with volume equal to base area x height. Finally, one 
more cut and paste gives the general parallelepiped, whose faces are 
arbitrary parallelograms and whose volume is still base area x height. 
The same is true of a general triangular prism, because it is obtained 
by cutting a parallelepiped in half. 

So far, so good, but these are not typical three-dimensional fig­
ures. They are figures of constant cross section, and all we have 
done so far is operate within their cross sections the way we did in 
the plane with parallellograms and triangles. 

What we really need to know is the volume of a tetrahedron, the 
three-dimensional counterpart of the triangle, because all polyhedra 
can be built from tetrahedra. The Greeks were unable to cut and 
paste the tetrahedron into a cuboid, but they found its volume by 
various ingenious infinite constructions. Perhaps the most elegant is 

, , 
I 

FIGURE 2.22 Volume of a parallelepiped. 
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FIGURE 2.23 Pieces of a tetrahedron. 

the following, which comes from Euclid. He fills up the tetrahedron 
with infinitely many prisms. 

Figure 2.23 shows a tetrahedron cut into two smaller tetrahedra, 
the same shape as the original but half its height, and two triangular 
prisms of equal volume. Each prism has volume ~base x height of 
the tetrahedron, so their combined volume is ~basexheight. Now if 
each half-size tetrahedron is cut in a similar way, we get half-size 
prisms; hence each of them is ~ the volume of each original prism. 
Because there are four half-size prisms, their combined volume is ~ 
the combined volume of the original two. Continuing this process 
inside the quarter-size tetrahedra, we get eight quarter-size prisms, 
with combined volume fB the combined volume of the original two, 
and so on. 

The total volume of the prisms is therefore 

( 1 1 1) 1 - + - + - + . .. base x height = -base x height 
4 42 43 3' 

by the formula for the sum of the geometric series. But the prisms ex­
haust the volume of the tetrahedron - they include all points inside 
the faces of the tetrahedron because the size of the little tetrahedra 
shrinks toward zero, and hence the volume of the tetrahedron itself 
is ~base x height. 

With such a simple result, it is all the more mysterious that we 
cannot derive it by cutting and pasting finitely often, as with the 
area of a triangle. But this is really the case; it can be proved that it 
is impossible to convert a regular tetrahedron into a cube by cutting 
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it into a finite number of polyhedral pieces. This remarkable result, 
which was not discovered until 1900, will be proved in Chapter 5. 

Exercises 

Some of the claims about volumes in the dissection of the tetrahedron 
should perhaps be checked more carefully. 

2.7.1. Explain why the two prisms in Figure 2.23 have equal volume, and 
why the volume of each is ~base x height of the tetrahedron. 

2.7.2. Show that the half-size, quarter-size tetrahedra, ... all lie against 
the leftmost edge of the tetrahedron, and hence justify the claim 
that the prisms fill the inside of the tetrahedron. 

After the cube and the regular tetrahedron, the next simplest poly­
hedron is the regular octahedron, which is bounded by eight equilateral 
triangles. 

2.7.3. Sketch a regular octahedron, and show that pasting regular 
tetrahedra on two of its opposite faces gives a parallelepiped. 

2.7.4. If one of the triangular faces of the octahedron is taken as the "base" 
and the distance to the opposite face as the "height," deduce from 
Exercise 2.7.3 that 

4 
volume of octahedron = - base x height. 

3 

2.7.5. Also deduce from Exercise 2.7.3 that space may be filled with a 
mixture of regular tetrahedra and octahedra. 

Another way to see the space-filling property, though probably harder, 
is to prove the following result. 

2.7.6. * Show that both the regular tetrahedron and the regular octahedron 
may be cut into half-sized regular tetrahedra and octahedra. 

2.8* The Whole and the Part 

There is an unconscious assumption in cutting and pasting, which 
we made by speaking of "the area of a polygon. We are assuming that 
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area is conserved in some sense; that if we repeatedly cut and paste, 
we never get a polygon larger or smaller than the one we started 
with. This is a blatantly physical assumption, like conservation of 
mass, and a conscientious geometer would avoid it if possible. Th 

help decide whether we can, let us analyze the process of cutting 
and pasting more closely. 

It is easiest to see the difficulty if we continue to assume that 
lengths and areas are numbers. There is more than one way to cut 
a polygon into triangles; what if different ways lead to different 
numbers? In fact, there is an even more alarming possibility: what 
if the area ~base x height of a triangle depends on which side we 
choose to be the base? 

The latter possibility can be ruled out, with some difficulty, by 
Euclid's theory of similar triangles. Triangles are called similar if 
they have the same angles, and Euclid proved that the corresponding 
sides of similar triangles are proportional. He might also have taken 
this as an axiom, because it is similar to his axioms about congruence 
for triangles. 

Anyway, assuming proportionality of similar triangles, we can 
prove the following. 

Constancy of base x height In any triangle, the product of any side 
by the corresponding height is constant. 

Proof Take a triangle ABC and the perpendiculars AD and BE shown 
in Figure 2.24. Thus if we take BC as the base, AD is the height, and 
if we take AC as the base, BE is the height. We wish to prove 

BC x AD = AC x BE. 

Th do this we show that triangles ADC and BEC have equal angles. 
They have angle C in common, and they have right angles at D and 

A 

B =---------:D:'::--------' C 

FIGURE 2.24 The constancy of base x height. 
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E, respectively, hence their remaining angles are also equal because 
any triangle has angle sum equal to two right angles (Section 2.3). 

It follows, by the proportionality of corresponding sides, that 

BC AC 

BE AD' 

and therefore 

BC x AD = AC x BE. 

Thus any two values of base x height for the same triangle are the 
same. 0 

The possibility of different areas arising from different subdivi­
sions of the same polygon is more difficult to rule out, and as far 
as I know this was not done until modern times. For the Greeks, of 
course, polygons 0 and Of that could be cut and pasted onto each 
other had equal area by definition. Their problem was to show that 
a polygon could not be cut and pasted onto one that was intuitively 
"smaller," namely, a part of itself The Greeks could not prove this, 
and as a last resort Euclid made it one of his assumptions: "the whole 
is greater than the part." 

When areas are numbers, or numerical areas as we shall call them, 
the problem becomes solvable. Hilbert (1899) proved that different 
subdivisions of the same polygon give the same numerical area. In 
my opinion, this clinches the case for using numbers in geometry. 
The main steps in Hilbert's proof are covered in Exercises 2.8.1 to 
2.8.3. 

Exercises 

There are a few preliminaries to Hilbert's proof that can be skipped, be­
cause they involve results in the exercises to Section 2.5. and the fo11owing 
result in the same vein: any two subdivisions ~ and ~' of the same poly­
gon have a common refinement, a subdivision ~I/ such that each piece in 
~ or ~' is a union of pieces in ~I/. 

The crux of the problem is to prove that any subdivision of triangle b.. 

into triangles b.. 1 , b.. 2 , ..• , b.." gives the same numerical area. This comes 
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C 

FIGURE 2.25 Areas that the edges span with o. 

from proving that the sum of the ~base x height values for the .6.k equals the 

~ base x height value for .6.. 
Hilbert proved this very elegantly using a concept of signed area [ABC]. 

[ABC] = ~base x height of triangle ABC when the vertices A, B, and C 
occur in clockwise order. [ABC] = -~base x height when A, B, and C 
occur in counterclockwise order. 

2.8.1. Show that [ABC] = [BCA] = [CAB] = -[ACB] = -[CBA] = -[BAC]. 

The advantage of [ABC] over unsigned area is that it allows the area 
of any triangle to he expressed as the sum of areas that its edges "span" 
with a common origin 0, as shown in Figure 2.25. 

2.8.2. Show that [OAB] = [OAD] + [ABD] , [OBC] = [ODC] + [DBC], and 
hence 

[ABC] = [OAB] + [OBC] + [OCA]. 

Check that the same result holds for other positions of 0 outside 
triangle ABC. 

Ifwe have a triangle .6. = ABC cut into triangles .6.k = AkBkCk we use 
the previous exercise to write [AkBkCk] = [OAkBk] + [OBkCk] + [OCkAk] for 
each k, expressing the area of .6.k as the sum of the areas its edges span 
with o. 

2.8.3. Show that if the equations [AkBkCk] = [OAkBk] + [OBkCk] + [OCkAk] 

are added, the areas spanned by edges inside .6. cancel out. Thus 
the only terms remaining on the right-hand side are of the form 
[OEF] , where EF is a segment of one of the sides of .6.. Deduce that 

and conclude that any subdivision of .6. gives the same numerical 
area. 

We say that polygons IT and IT' are equidecomposable if TI may be 
cut into polygonal pieces that can be pasted together to form TI'. 'TWo 
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equidecomposable polygons have the same numerical area, because their 
areas are the sums of the numerical areas of the same pieces. 

More surprisingly, any two polygons of equal numerical area are 
equidecomposable. The result is not hard, but it was not noticed until 
the 19th century, possibly because the Greek idea that equal area meant 
equidecomposability by definition lingered until then. The proof can be 
broken down into the following steps: 

1. Show that each polygon can be cut into a finite number of triangles. 

2. Show that any triangle can be cut and pasted into a rectangle with 
given base, say 1. 

3. Given any polygon IT, cut it into triangles, and cut and paste each 
triangle into a rectangle of base 1. 

4. Stack up the rectangles, obtaining a single rectangle R of base 1, 
equidecomposable with IT. 

5. Do the same with the other polygon IT', obtaining the same rectangle 
R (because IT' has the same area as IT). 

6. Conclude, by running the construction from IT to R, and then the 
construction from IT' to R in reverse, that IT is equidecomposable with 
IT'. 

After making this breakdown, the only steps that need any work are the 
first two. 

2.8.4. Explain how to do Step 1. 

Step 2 is the hardest, and is best broken down into two substeps. 

2.8.5. Show that any triangle may be cut and pasted into a rectangle. 

2.8.6. Use Figure 2.26 to explain how any rectangle maybe cut and pasted 
into a rectangle of width 1. 

----T---------, 

/ 

// 1 

FIGURE 2.26 Equidecomposable rectangles. 
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2.9 Discussion 

The Pythagorean Influence 

The Pythagorean philosophy that "all is number" has come down to 
us through legends rather than hard evidence from Pythagoras' time. 
Nevertheless, these legends were persistent enough to influence the 
development of mathematics and physics until the present day. The 
story goes that the Pythagoreans came to believe in the power of 
numbers through discovering their role in music. They found, by 
studying the sounds of plucked strings, that the most harmonious 
notes were produced by strings whose lengths were in simple integer 
ratios. Given that the strings are of the same material, thickness, and 
tension, the most harmonious pairs of notes occur when the ratio 
of lengths is 2:1 (the octave), 3:2 (the "perfect fifth"), and 4:3 (the 
"perfect fourth"). 

Even today one must admit that this is a discovery good enough 
to build a dream on-if the subjective experience of harmony 
can be explained by numbers, perhaps anything can. Whether or 
not the Pythagoreans actually thought this, the idea sooner or 
later caught on and inspired other persistent dreams. The best 
known was the "harmony of the spheres," which tried to explain 
the position of the planets by numbers. It haunted astronomy 
from Aristotle (around 350 D.C.) to Johannes Kepler (1571-1630), 
until Isaac Newton came up with a better idea, the theory of 
gravitation. 

If the Pythagoreans really believed that "all is number" (meaning 
natural numbers and their ratios), then it is, of course, ironic that 
their own philosophy should be brought down by the Pythagorean 
theorem and the irrationality of~. An even greater irony, however, 
is that Pythagorean music theory itselfis fundamentally irrational. This 
tact comes to light as soon as one tries to compare the "size" of the 
octave and the perfect fifth. According to another legend, pythagoras 
himself tried to do this, finding that the interval of 7 octaves is very 
close, but not equal, to the interval of 12 perfect fifths. The pitch 
of a string is lowered by 7 octaves when its length is multiplied by 
27 = 128, and by 12 perfect fifths when its length is multiplied by 
(3/2)12 = 129.746 .... 
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Similarly, the pitch is lowered by m octaves when length is mul­
tiplied by 2111 , and hy n perfect fifths when length is multiplied by 
(3/2)11. But there are no natural numbers such that 

2111 = _ (3)'" 
2 ' 

as this implies 

which is absurd because 2111+11 is even and 311 is odd. Thus there are 
no natural numbers m and n such that m octaves equals n perfect 
fifths-in other words, the ratio of the octave to the perfect fifth is 
irrational. 

Geometry, Measurement, and Numl,ers 

I have claimed that the discovery of irrational lengths led to the 
separation of geometry from number theory in Greek mathemat­
ics. But perhaps this was only because rigor demanded a separate 
development of geometry, as long as there was no rigorous defi­
nition of irrational number, it was necessary to work with lengths. 
Rigor and precision are necessary for communication of mathemat­
ics to the public, but they are only last stage in the mathematician's 
own thought. New ideas generally emerge from confusion and ob­
scurity, so they cannot be grasped precisely until they have first 
been grasped vaguely and even inconsistently. We know, for exam­
ple, that Archimedes discovered results on the area and volume of 
curved figures hy dubious methods, then revised his proofs to make 
them rigorous. Only the rigorous versions were known until 1906, 
when Heiberg discovered a lost manuscript revealing Archimedes' 
original methods (see Heath (1912)). Thus it is quite possible that 
the Greeks thought about irrational numbers but wrote about lengths 
for public consumption. 

Even if this is so, shouldn't geometry be about lengths? Its name 
means I/land measurement," after all. Well, this probably has more 
to do with the legendary origins of geometry than its actual use in 
ancient Greece. Plato believed that geometry was not really about 
land measurement but about different types of numbers. In the 
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Epinomis, a work due to Plato or one of his disciples, we find the 
remarkable statement: 

... what is called by the very ridiculous name mensuration 
(geometria) , but is really a manifest assimilation to one an­
other of numbers which are naturally dissimilar, effected by 
reference to areas. Now to a man who can comprehend this, 
'twill be plain that this is no mere feat of human skill, but 
a miracle of God's contrivance. [From the translation of the 
Epinomis by Thylor (1972), p. 249.] 

Even in a profession where measurement is important, the ancients 
were more impressed with theory. In the 1st century B.C., Vitruvius 
wrote in his Ten Books on Architecture, Introduction to Book IX: 

Pythagoras showed that a right angle can be formed with­
out the contrivances of the artisan. Thus the result which 
carpenters reach very laboriously, but scarcely to exactness, 
with their squares, can be demonstrated to perfection from 
the reasoning and methods of his teaching. 

Presumably he was thinking of the converse Pythagorean theorem, 
according to which lengths a, b, and c for which a2 + b2 = c2 make 
a triangle with a right angle between the sides a and b. (This fol­
lows easily from Pythagoras' theorem itself, and the side-side-side 
congruence axiom. Namely, construct a right angle with sides a and 
b, so the hypotenuse joining these sides has length c by Pythagoras' 
theorem. Then we have a right-angled triangle with sides a, b, and c, 
and it is the only triangle with these sides, by the congruence axiom.) 
He then described the construction of a right angle by combining 
rods of lengths 3, 4, and 5 in a triangle, and finally he suggested an 
application: 

This theorem affords a useful means of measuring many 
things, and it is particularly serviceable in the building of 
staircases in buildings, so that steps may be at their proper 
levels. 

It has often been claimed that the (3,4,5) triangle was used in an­
cient times to construct right angles, but this is the oldest reference 
to it that I know. 
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FIGURE 2.27 Geometric algebra on a 
Greek coin. 

Just as we cannot be sure how the Greeks viewed irrationals, 
we cannot tell how they viewed the so-called geometric algebra in 
Euclid's Elements. One would not expect a full understanding of 
algebra, especially not with the Greeks' unsuitable notation. But 
they may have caught a glimpse of it. The geometric interpretation 
of (a + b)2 = a2 + 2ab + b2 (Exercise 2.6.2) was so well known in 
ancient Greece that the figure actually appeared on coins. Figure 
2.27 shows a photograph of one; this photograph was given to me by 
Benno Artmann. 

The diagonal line in the figure is probably a construction line; 
the corresponding figure in Euclid (Book II, Proposition 4) uses this 
line (but drawn all the way across) to divide the vertical line into the 
same two parts, a and b, as the horizontal line. 
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CHAPTER 

3.1 Lines and Circles 

The most important step in geometry since ancient times was the 
introduction of coordinates by Descartes in his Geometry of 1637. 
Coordinates are a simple idea, but not much use without algebra 
and a symbolic notation, which is probably why the idea did not 
take off earlier. The time was ripe for coordinates in 1637, because 
algebra and its notation had matured over the preceding century, to 
a level similar to high school algebra today. In fact, Fermat in 1629 
hit on the same idea as Descartes, and he illustrated it with similar 
results, but they were not published at the time. 

The coordinates of a point P of the plane are its distances (x, y) 
from perpendicular axes OY and OX (Figure 3.1). 0 is called the 
origin of coordinates, and its own coordinates are (0,0). 

Distances are normally regarded as positive numbers, so this 
scheme initially applies only to points P above and to the right 
of 0, the so-called positive quadrant. In fact, Fermat and Descartes 
did not look beyond this quadrant, because they did not consider 
the possibility of negative distances. But if points to the left of 0 are 
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y 

o 

yl 
I 

p 

FIGURE 3.1 Coordinates of a point. 

x 

given negative x coordinates and points below 0 are given negative y 
coordinates, everything works smoothly. (This is one of the benefits 
of making the rules of arithmetic for negative quantities the same 
as the rules for positive quantities, as we did in Section 1.4.) In 
particular, some curves that look //sawn off" in the positive quadrant 
have natural extensions to the rest of the plane. 

For example, a straight line through the origin (other than Oy) 
has the property that the ratio yjx of distances from the axes is a 
constant, say m. This gives us the equation y = mx, and the negative 
values ofx andy satisfying the same equation lie on the same straight 
line (Figure 3.2). 

Generalizing this idea slightly, we arrive at the general equation 
ax + by = c, which gives any straight line by suitable choice of 
constants a, b, and c. This is why we call this equation linear. 

y 

y' 

o 
--------~¥-----------~------+x 

y=mx 

FIGURE 3.2 Straight line through the origin. 
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The next most important curve is the circle, whose points have 
the property of being at constant distance from its center. Ifwe take 
the center to be 0, and radius r, then Pythagoras' theorem tells us 
that 

because r is the hypotenuse of a right-angled triangle with sides x 
andy. Similarly, the points at distance r from an arbitrary point (a, b) 

satisfy the equation 

hence this is the equation for a general circle. 
These equations are no doubt very familiar to most readers, but 

it is worth reflecting on what we assumed in deriving them. Among 
other things, we used the existence ofrectangles, similar triangles of 
different sizes, and Pythagoras' theorem. In Chapter 2 we saw that 
all of these are characteristic of Euclidean geometry, each of them 
equivalent to the parallel axiom. 

The representation of straight lines and circles by equations in 
fact gives yet another way to define Euclidean geometry. This 
did not dawn on Fermat and Descartes-they took their geome­
try straight out of Euclid and saw the coordinates merely as a 
way of handling it more efficiently-but it became important when 
non-Euclidean geometry was discovered in the 19th century. One 
finally had to wonder: what is Euclidean geometry? And what is 
non-Euclidean geometry, for that matter? The beauty of coordinates 
is that they allow all geometries to be built on a common founda­
tion of numbers, with different geometries distinguished by different 
equations. When we look at geometry this way, Euclidean geometry 
turns out to be the one with the simplest equations. 

Of course, the improved handling obtained by the use of co­
ordinates is also important. Coordinate geometry is called analytic 
because situations are "analyzed" rather than "synthesized:' 'IYPi­
cally, points, lines, and circles are found by solving equations, rather 
than by ruler and compass construction as in Euclid. Thanks to the 
power of algebra, analysis is a method of much greater scope. As we 
shall see, it can even show the impossibility of certain constructions 
sought by the Greeks. 
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Exercises 

Some of Euclid's axioms correspond to familiar facts about equations, for 
example, the axiom that a (unique) line can be drawn through any two 
points. 

3.1.1. Find the (unique) linear equation satisfied by two points (aI, bl ) 

and (a2, b2). 

Also prove the parallel axiom. 

3.1.2. How would you recognize a line parallel to the line ax+by = c from 
its equation? Show that its equation has no solution in common 
with ax + by = c and that there is only one such line through a 
given point outside the line ax + by = c. 

3.2 Intersections 

The difference between analytic and synthetic geometry can be 
illustrated with Euclid's very first proposition, the construction of 
the equilateral triangle on a line segment AB. Recall from Section 
2.2 that Euclid did this by finding the intersection of two circles, 
one with center A and radius AB and the other with center Band 
radius BA. It follows that each point of intersection is distant from 
both A and B by the length of AB and hence forms an equilateral 
triangle. Analytic geometry takes its cue from this construction, but 
it also finds the intersections by finding the common solutions of 
the equations to the two circles. 

For example, if A = (-1,0) and B = 0, 0) the two circles have 
radius 2 and hence their equations are 

(x+ 1)2 + y2 = 22, 

(x - 1)2 + y2 = 22. 

Subtracting the second equation from the first leads to x = 0 (as you 
would expect), and substituting this back in the first equation gives 

1 + y2 = 4, 
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whence y = ±.J3. Thus the points of intersection are (0, ±.J3), 
either of which can be taken as the third vertex of the equilateral 
triangle. 

Euclid's argument is short and sweet, but it has one defect. It 
does not follow from his axioms! His axioms guarantee only the ex­
istence of circles, not their intersections. This defect can be repaired 
by introducing axioms about intersections, but only with difficulty, 
because it is hard to foresee all the situations that may arise. The 
great advantage of coordinates is that all questions about intersec­
tions become questions about solutions of equations, which algebra 
can answer. In this case, the algebra shows that existence of the 
intersection depends on existence of the number .J3. 

In fact, we have the following theorem. 

Nature of constructible points Points constructible by ruler and 
compass have coordinates obtainable from 1 by the rational operations 
+, -, x, -;-, and square roots. 

Proof Recall from Section 2.2 that the given constructions are: 

• Tb draw a straight line between any two given points. 

• Tb draw a circle with given center and radius. 

In the beginning, we are given only the unit of length, which we 
may take to be the line segment between (0,0) and (I, 0). All points 
are constructed as intersections of lines and circles, so it will suffice 
to show the following: 

l. The line through (aI, b l ) and (a2, b2) has an equation with 
coefficients obtainable from al, a2, bl , and b2 by rational 
operations. 

2. The circle with center (a, b) and radius r has an equation with 
coefficients obtainable from a, b, and r by rational operations. 

3. The intersection of two lines has coordinates obtainable from the 
coefficients of their equations by rational operations. 

4. The intersection of a line and a circle has coordinates obtainable 
from the coefficients of their equations by rational operations and 
square roots. 
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5. The intersection of two circles has coordinates obtainable from 
the coefficients of their equations by rational operations and 
square roots. 

These facts are confirmed by calculations like those we have already 
considered. 

l. The line through (aI, b l ) and (az, bz) has equation 

(bl - bz)x - (al - az)Y = azbl - albz, 

as may be checked by substituting the points x = aI, Y = b l and 
x = a2, Y = bz. All the coefficients come from aI, a2, bl , b2 by 
rational operations. 

2. The circle with center (a, b) and radius r has equation 

(x - a)2 + (y - b)2 = r Z , 

as we already know. 

3. The intersection of two lines 

alx + bly = CI and azx + bzy = C2 

is computed from aI, bl , CI and a2, b2, C2 by rational operations. 
Just recall the usual process for solving a pair of linear equations. 

4. The intersection of the line 

with the circle 

(x - az)2 + (y - bz)z = r2 

is found by substituting x = (c - bly)/al, from the equation ofthe 
line, in the equation of the circle (unless al = 0, in which case 
we substitute the similar expression for y). This gives a quadratic 
equation for x, the coefficients of which are rational in the co­
efficients of the line and the circle. The quadratic formula gives 
x from the new coefficients by further rational operations and 
(possibly) a square root. Finally, by substituting x back in the 
equation of the line, we obtain y by further rational operations. 

5. The intersection of the two circles 

(x - ad 2 + (y - bl )2 = r~ and (x - a2)z + (y - b2 )2 = r~ 
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is found by expanding these equations to 

XZ + 2alX + ai + yZ + 2b1y + bi = ri, 

XZ + 2azx + a~ + yz + 2bzy + b~ = r~, 

and subtracting the second from the first to obtain the linear 
equation 

2(al - az)x + 2(b1 - bz)y = ri - r~ + a~ - a:i + b~ - bi. 

All the coefficients are rational combinations of the original coef­
ficients, so we are now reduced to the situation just considered, 
the intersection of a circle and a line. It follows that the coordi­
nates of the intersections may be found by rational operations 
and square roots. 0 

It follows from this theorem that if a number is not expressible by 
rational operations and square roots, the corresponding point is not 
constructible by ruler and compass. This opens the way for algebraic 
attack on problems of constructibility, and in this way some of the 
Greek problems were shown to be unsolvable, after 2000 years of 
unsuccessful attempts to solve them. The simplest example of a 
nonconstructible number is ,{;2; see the exercises. 

Exercises 

The theorem on the nature of constructible points also has a converse: 
there is a ruler and compass construction of any point with coordinates 
obtainable by rational operations and square roots (ofpositive numbers). 

3.2.l. Explain how to do addition and subtraction. 

The keys to multiplication and division are the similar triangles in 
Figure 3.3. 

3.2.2. Explain why the lengths are as shown in Figure 3.3. 

Likewise, similar right-angled triangles are the key to constructing a 
square root (Figure 3.4). 

3.2.3. Explain why the lengths are as shown in Figure 3.4. 
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a !!. 
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b 

1 1 

---b-- -a-
FIGURE 3.3 Constructing the product and quotient oflengths. 

FIGURE 3.4 Constructing the square root of a 
length. 

1 

FIGURE 3.5 Regular pentagon. 

It follows from this converse theorem that any length expressible by 
rational operations and square roots is constructible by ruler and com­
pass. This gives an easy way to see that certain figures are constructible. 
For example, we can say immediately that the length r = I+2J5 is con­
structible. This shows that the regular pentagon is constructible, because 
the regular pentagon with unit sides has diagonal r (Figure 3.5). 
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3.2.4. * Prove that the diagonal is T. (It may help to use the lines shown 
in Figure 3.5 and find some similar triangles.) 

Now let us see why the number ,;;z is not constructible. An elementary 
proof was discovered by the number theorist Edmund Landau (1877-
1938) when he was still a student. He starts with the set Fa of rational 
numbers and considers successively larger sets F l , F2 , ••• , each obtained 
from the one before by adding the square root of one of its members, and 
then applying rational operations. The aim is to show that ,;;z is never 
reached in this way, because its presence would yield a contradiction. 

3.2.5. * Let Fa be the set of rational numbers and let Fk+l = {a + b-/Ck : 
a, b E Fd for some Ck E Fk. Show that the sum, difference, product, 
and quotient of any members of Fk+l are also members. (Hence 
each Fk is a field, as defined in the exercises in Section 1.4.) 

3.2.6. * Show that if a, b, C E Fk but.JC f/. Fk then a+b.JC = 0 {:> a = b = O. 

3.2.7.* Suppose,;;z = a + b.JC where a, b, C E Fk, but that,;;z f/. Fk· (We 

know ,;;z f/. Fa because ,;;z is irrational by Exercise 1.6.8.) Cube 
both sides and deduce that 

2 = a3 + 3ab2c and 0 = 3a2 b + ;b3 C. 

3.2.8. * Deduce from Exercise 3.2.7* that a - b.JC = ~'2 also, which is a 
contradiction. 

3.3 The Real Numbers 

The results of the last section throw new light on the relationship 
between numbers and geometry. We knew from the beginning that 
the rational numbers cannot represent all lengths, because irrational 
square roots occur in even the simplest figures. Now we know that 
all lengths actually needed in the geometry of straight lines and 
circles arise from rational operations and square roots. If we want to 
treat these lengths as numbers, therefore, it suffices to understand 
square roots. 

Nevertheless, this is a hard problem. Not only do we have to 
understand viz, ../3, and so on, but also more complicated numbers 

such as J 1 + viz and J viz + ../3, because the corresponding lengths 
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are all constructible by Exercises 3.2.1 to 3.2.3. The simplest solution 
was discovered by Dedekind in 1858, when he decided that a better 
understanding of a.ll irrational numbers was desirable. It comes from 
reflecting on the "position" an irrational number occupies among the 
rationals. 

Consider J2. It is less than each of the numbers 

2 

1.5 

1.42 

1.415 

1.4143 

1.41422 

1.414214 

1.4142136 

because each ofthese numbers has a square greater than 2. Likewise, 
it is greater than each of 

1.4142135 

1.414213 

1.41421 

1.4142 

1.414 

1.41 

1.4 

1 

because each of the latter numbers has square less than 2. 
These two lists of rational numbers give a rough idea of the 

position of J2 among all the rationals. Its exact position can be 
specified by the set L of a.ll the positive rationals with squares < 2 
(L is for "lower"), and the set U of positive rationals with squares 
> 2 (U is for "upper"), because there is no other number that fits 
between these two sets. Thus J2 can be recognized in its absence, 



3.3 The Real Numbers 79 

as it were, by the two sets into which the positive rationals separate. 
It dawned on Dedekind that this is all we need to know about )2; it 
may as well be defined as the pair of sets of rationals (L, U). 

It takes a while to get your breath back after first seeing this 
idea, because everyone thinks that )2 is already /lthere," and we 
only have to compute it. But no, the real problem is to define it, and 
hence to know what it is we are computing. The beauty of Dedekind's 
definition is that it requires nothing new, only sets of objects already 
assumed to exist: the rational numbers. Since we know that )2 is 
not itself a rational number, this is as simple as the definition can 
be. 

The general idea is to imagine that the rationals are separated by 
an irrational number, then take the separation-or cut as Dedekind 
called it-to be the number. This enables us to define all positive 
irrational numbers in one fell swoop as follows. 

Definition A positive irrational number is a pair (L, U) of sets of 
positive rationals such that 

• Land U together include all positive rationals. 

• Each member of L is less than every member of U. 

• L has no greatest member and U has no least member. 

It is not necessary to stick to positive irrationals either, because the 
sets Land U can be taken from the set of all rationals. However, 
it is convenient to keep the restriction to positive rationals a lit­
tle longer, as it makes it easier to define addition and (especially) 
multiplication. 

Each rational number a also makes a cut in the set of rationals, of 
course, into the set La = {rationals < a} and the set Ua = {rationals ::: 
a}. The only difference is that Uu has a least member, namely a. 
This prompts us to define positive real numbers so as to include 
both rationals and irrationals, by weakening the third condition in 
the definition of irrational number to say only that L has no greatest 
member. 

Definition A positive real number is a pair (L, U) of sets of positive 
rationals such that 

• Land U together include all positive rationals. 
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• Each member of L is less than every member of U. 

• L has no greatest member. 

Then we are ready to define addition and multiplication for all 
positive real numbers (or reals, for short). 

Definition If (L l , Ul ) and (L2, U2) are positive reals then 

• Their sum is the real number (L, U) such that 

L = {Xl + X2 : Xl E LI and X2 E L 2 } 

and U consists of the remaining positive rationals. 

• Their product is the real number eL, U) such that 

L = {XIX2 : Xl E LJ and X2 E L 2 } 

and U consists of the remaining positive rationals. 

After this, + and x can be extended to negative reals the same way 
they were for negative integers in Section 1.4. The set of all real 
numbers is denoted by 1Ft 

Th see that there is method in this madness, let us check that 

vIzvlz = 2. 
By definition of viz and the definition of multiplication, the L for 

vIzvlz is {XIX2 : x~ < 2 and x~ < 2}, where the Xl and X2 are rational. 
It follows that each xrx~ is less than 2 x 2 = 4, and therefore XIX2 

is a rational X less than 2. 
Conversely, any rational X less than 2 can be written as X = XIX2, 

where Xl and X2 are rationals with xr < 2 and x~ < 2. This is because 
the rationals crowd together arbitrarily closely, and hence so do 
their squares. It follows that there are rational squares as close as 
we please to x, and if Xl is chosen with x~ sufficiently close to X and 
X2 = X/Xl, then Xl X2 = X and both xi < 2 and x~ < 2. 

Thus the L for v'2v'2 is {x < 2}, which is the L for 2, as required. 

Exercises 

It is now possible to appreciate Dedekind's claim that 
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in this way we arrive at real proofs of theorems (as, e.g., 
./2y'3 = v'6), which to the best of my knowledge have never 
been established before. [Dedekind (1872), p.22] 

As we can see from the example ./2./2 = 2, proving such equations 
for numbers is very different from proving them for lengths, mainly 
because the product of irrational numbers is defined so differently from 
the product of lengths. Recan from Section 2.5 that the Greeks defined 
the product oflengths ./2 x y'3 to be the rectangle with sides ./2 and y'3, 
and it could be shown equal to v'6 only by cutting and pasting to form a 
rectangle with sides v'6 and 1. Dedekind's theory of irrational numbers 
gives us a rigorous alternative. 

3.3.1. Prove that the numbers./2, y'3, and v'6 satisfy ,j2y'3 = v'6. 
I admit this proof is tedious, but once one such proof has been done, 

the same routine can be fo11owed in other cases, like the fo11owing. 

3.3.2. Prove that the numbers ~, V'3, and 46 satisfy ~Y2V'3 = 46. 

The corresponding theorem about lengths cannot be proved geo­
metrica11y, because the lengths are not constructible! Thus Dedekind's 
definition of product of numbers gives us everything we could previously 
do with the product of lengths, and more. It is not only possible to treat 
lengths as numbers, but it is an advantage. 

While on the subject of defining irrational numbers, it should be ex­
plained where infinite decimals like ./2 = 1.41421356 ... fit in. As the 
arrangement of numbers> ./2 and numbers < ./2, on page 78 suggests, 
the symbol 1.41421356 ... is a concise way to describe the infinite se­
quence ofrationals 1, 1.4, 1.414, 1.4142, 1.41421, ... , which in turn is part 
of the lower set L for ./2. The sequence is said to be coJinal with L, be­
cause they "end at the same place"; L consists of the rationals less than 
members of the sequence. For this reason, 1.41421356 ... contains the 
same information as L, and hence can also serve to represent ./2. 

The main advantage of 1.41421356 ... is that we uy,derstand its finite 
decimal approximations 1, 1.4, 1.414, 1.4142, 1.41421, ... and we are used 
to computing with them. However, it is not as easy to define sum and 
product for infinite decimals as it is for Dedekind cuts. 

3.3.3. 'Tty to define sum and product for infinite decimals. 

Apart from this, the main disadvantage of 1.41421356 ... is the lack of 
any apparent pattern in the sequence of its digits. In fact, the simplest way 
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to describe its finite decimal approximations is to say that they are respec­
tively the largest I-digit, 2-digit, 3-digit, ... decimals whose squares are 
less than 2. Thus we end up essentially repeating Dedekind's definition. 

There is in fact another way to describe -Ii by a process with an 
infinite, but repeating, pattern. This is the continued fraction algorithm, 
which will be described in Chapter 8. It is definitely not the case that the 
infinite decimal for -Ii eventually becomes repeating, because this does 
not happen for any irrational number. 

3.3.4. Let x = O.a]a2 ... ak be a number whose infinite decimal consists 
of the sequence a1 a2 ... ak repeated indefinitely. Using the infinite 
geometric series, or otherwise, show that x is rational. 

3.3.5. Let y = O.b1b2 ... 0a]az ... ak be a number whose infinite decimal, 
after the first j places, consists of the sequence a] az ... ak repeated 
indefinitely. Show that y is also rational. (Such a decimal is called 
ultimately periodic.) 

3.3.6. Show that any rational number has an ultimately periodic decimal. 

3.4 The Line 

Having seen how individual lengths, like ..fi, can be reborn as 
numbers, the next step is to see whether these numbers make up 
anything we would recognize as a line. 

One crucial property they have is order: if a and fJ are any distinct 
real numbers, then either a .::: fJ or fJ .::: a. In fact, if a = (La, Ua) and 
fJ = (Lp, Up), it is natural to say that a .::: fJ if and only if La is contained 
in Lp, because this captures the idea that a separates the rationals at 
a position.::: the position where they are separated by fJ. If La is not 
contained in Lp then there is a rational r in La but not in Lp, in which 
case all members of Lp are less than r. Then Lp is contained in La, 

and hence fJ .::: a by our definition. Thus the real numbers have an 
order, like points on a line. 

The second crucial property of the line is what Dedekind called 
its continuity, or absence of gaps. Do the real numbers have this 
property? Well, the real numbers were created precisely by filling 
all the gaps in the rationals. A gap occurs where the rationals split 
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into a lower set L with no greatest member and an upper set U 

with no least member, and we filled each such gap by the irrational 
number eL, U). We could even say that the number eL, U) is the gap 
in the rationals! 

Thus the irrationals fill all gaps in the set (jJ) of rationals, by 
definition. Can the resulting set IR of reals have gaps? The answer 
is no, because a gap in IR implies an "unfilled gap" in (jJ). In fact, if 
IR is separated into a lower set .I and an upper set 11, consider the 
following sets of rationals r: 

L = {r : r:s some member of .I}, 

U = {r : r 2: some member of 11}. 

Because .I and 11 together include all reals, Land U together include 
all rationals. And because .I and 11 have no members in common, 
neither do Land U. Land U therefore define a number eL, U). But 
then (L, U) is either the least member of 11 or the greatest member 
of .I, so there is no gap where IR is separated. 

The "no gaps" property of IR is now called completeness, because 
Dedekind's word "continuity" is used for a related property of func­
tions or curves. We also say that IR1 is the completion of the set (jJ) of 
rationals. At any rate, ordering and completeness are exactly what 
we were looking for to model the concept of line in geometry, so IR 
fits the bilL We often call IR the real line. It now remains to check 
that pairs (x, y) of real numbers can be made to behave like points 
of the plane, and the conversion of geometry to arithmetic will be 
complete. We shall do this in the next section. 

Identifying the line with the real numbers has other advantages, 
apart from allowing the free use of arithmetic in geometry. It gives 
answers to questions that cannot really be settled by geometric intu­
ition, because they involve the "infinitely small." For example, most 
people have the feeling, at first, that 0.999999999 ... cannot be equal 
to 1, because it seems to be less than 1 by an "infinitesimal amount"; 
maybe 1 is the "next number" after 0.999999999 .... Such feelings 
are dispelled by Dedekind's picture of real numbers. In fact, we can 
say definitely that: 

1. There is no such thing as the "next point," because there is no 
such thing as the "next real number." If ex and f3 are distinct real 
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numbers then (a + (3)/2 is a number that lies strictly between 
them. 

In fact, there is a rational number strictly between them. For 
example, if a < f3, take any number in the lower set for f3 that is 
not in the lower set for a. (Here it is convenient that we defined 
reals so that their lower sets never have greatest members.) 

2. There are no "infinitesimal distances" between points, that is, 
distances that are nonzero yet less than any positive rational. 
This is because there is no positive number less than all positive 
rationals. In fact, if a is a positive real number, then the lower 
set for a must include a positive rational, and all numbers in the 
lower set are less than a. 

Exercises 

Another important property of IR is the existence of least upper bounds: if 
the numbers in some set S are all :::: some number (x, then there is a least 
number). ~ all members of S. This number). :::: (X is called the least upper 
bound ofS. 

We can obtain). by taking its lower set to be the union of all the lower 
sets L{3 of members f3 of S. (That is, L;,. is the set of all the members of all 
the sets L{3.) 

3.4.l. Deduce from this definition that f3 :::: ). for each f3 in S. 

3.4.2. Show also that if 11 < ). then 11 < some f3 in S. 

The existence ofleast upper bounds is in fact another way to state the 
completeness of IR. 

3.4.3. Suppose IR is separated into a lower set L and an upper set 'U. Use 
the existence ofleast upper bounds to show this separation is not 
a gap. (That is, either L has a greatest member or 'U has a least 
member.) 

3.4.4. Conversely, use the nonexistence of gaps to find a least upper 
bound for any bounded set S. 

The "no infinitesimals" property of IR can be stated in another way 
that goes back to Archimedes. It is called the Archimedean axiom; it says 
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that if et and {3 are positive numbers, with et < {3, then there is a natural 
number n with net > {3. 

3.4.5. Prove the Archimedean axiom. 

3.5 The Euclidean Plane 

Now that we have the line, as the set of real numbers x, the plane 
is obtained by a simple trick. It is the set of ordered pairs of real 
numbers, (x, y). In honor of Descartes, this set is called the cartesian 
product, IR x IR, of the set IR of reals with itself. The main difference 
between Descartes and us is that he supposed the plane to exist, 
then gave each point in it a coordinate pair (x, y); we suppose only 
that numbers exist, we say the coordinate pair (x, y) is a point, and 
that the set of these points is the plane. 

We also have to define the distance between points, which is not 
hard, because we know what it should be from previous experience. 

Definition The Euclidean distance between p) = (Xl, Y2) and 
P2 (X2, Y2) is 

d(P) , Pz) = J(xz - Xl)Z + (Y2 - y)2. 

This is prompted by the pythagorean theorem, because we ex­
pect the line segment from (Xl, YI) to (X2, Y2) to be the hypotenuse 
of a right-angled triangle with sides X2 - Xl and Y2 - Yl (Figure 3.6). 

y 

-o-+----------------------------x 

FIGURE 3.6 The distance-defining triangle. 
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The set IR x IR with this distance function is called the Euclidean 
plane. As we know, the pythagorean theorem is a characteristic 
statement of Euclid's geometry, and by defining distance as we did 
we have made the theorem true by definition in IR x IR. With a different 
choice of distance function we can get a non-Euclidean planc, as we 
shall see in Section 3.8*. 

A line is defined to be the set of points (x, y) satisfying an equation 
of the form ax+by = c. A circle is defined to be the set of points (x,y) 
at constant distance r from a point (a, b). It follows from the defini­
tion of distance that the equation ofthe circle is (x-a)2+(y-b)2 = r2, 
as expected. Thus we can re-create the basic concepts of Euclid's ge­
ometry in terms of numbers, with the added advantage that Euclid's 
unstated assumptions about the existence of intersections are guar­
anteed. There are enough rcal numbers to solve all the equations 
that arise when we seek intersections of lines and circles. 

Basic properties of distance It follows from the definition of 
distance that 

1. The set of points equidistant from two distinct points is a line. 

2. Any line is the equidistant set of two points. 

3. Each point of the plane is determined by its distances from three points 
not in a line. 

Proof 

1. If PI = (XI,YI) and P2 = (X2,Y2) are any two points, then the 
points (x, y) equidistant from them both satisfy 

2 Z Z 2 (x - xd + (y - yd = (x - Xz) + (y - Y2) , 

which is equivalent to the equation of a line, namely, 

Z 2 2 Z 2(xz - Xl)X + 2(yz - Yl)Y = x 2 - Xl + Y2 - Y1' 

2. The latter equation represents an arbitrary line ax + by 
provided we can find some constant k such that 

2(X2 - xd = ka 

2(yz - yd = kb 
z 2 2 2 k 

X 2 - Xl + Yz - Y1 = C. 

c , 
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Substituting Xz = Xl + ~a from the first equation, andyz = YI + ~b 
from the second in the third gives an equation from which we 
find 

k = 4(c - aXI - bYI) . 

a Z + bZ 

3. If Q and Q' are two distinct points with the same respective 
distances from three points PI, Pz, and P3 , then PI, Pz, and P3 lie 
on the equidistant line of Q and Q'. Hence if PI, Pz, and P3 are 
not in a line there can be only one point Q with given distances 
from them. D 

As an example of the first property, if P = (-a, 0) and Q = (a, 0) 

then a point (x, y) is equidistant from P and Q if and only if 

(x + a)z + yZ = (x _ a)z + yZ, 

whence 

x= 0, 

which is the equation of the axis OY. 

Another advantage of this definition of the Euclidean plane is 
that it admits a concept of "moving" one figure until it coincides 
with another, as in Pappus' proof that the base angles of an isosceles 
triangle are equal (Section 2.4). Th formalize this idea, we consider 
functions that "preserve distance;' 

Definition A function f on IR x IR is an isometry (from the Greek 
for "same distance") if d(f(PI ), f(Pz» = d(PI , Pz) for any two points PI 
andPz. 

An example of an isometry is the function refoy that sends 
each point (x, y) to (-x, y). We call this function reflection in OY 

(hence the symbol refOY) because it captures the intuitive idea of 
mirror reflection in the line OY. It preserves distances, because if 
PI = (xI,yd and Pz = (xz,Yz) then refOy(xI,yd = (-Xl,Yl) and 
refoy(xz, yz) = (-xz, Yz), hence 

d(refoy(P1 ), refOY(Pz» = )(-xz + Xl)Z + (y,<: - YI)Z 

= ) (xz - XI)Z + (yz -- Yl)Z 

= d(P1,PZ). 
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Now suppose we have a triangle ABC with CA = CB. We can re­
create Pappus' proof by placing the triangle with A and C on OX, 

with 0 at their midpoint, say A = (-a, 0), and C = (a, 0). Because 
C is equidistant from A and B, it must be on OY by the preceding 
calculation. Ifwe then reflect triangle ABC in OY, it is mapped onto 
itself. In particular, the angle at A is mapped onto the angle at C; 
hence these two angles are equal. 

Proving that two angles are equal can usually be done, as here, 
by moving one to coincide with the other. Actually measuring angles 
is harder, but it can also be done with the help of the real numbers, 
as we shall see in Chapter 5. 

Exercises 

Another useful isometry is the half tum, or rotation through n. The half 
turn about 0 is the function roto,IT that sends (x,Y) to (-x, -y). 

3.5.1. Check that the half turn about 0 is an isometry, and use it to show 
that vertically opposite angles between lines through 0 are equa1. 

We can prove that vertically opposite angles are equal at any point 
(a, b) with the help of an isometry that moves 0 to (a, b). The simplest 
such isometry is the translation trana,b, which moves each point (x, y) to 
the point (x + a,y + b). It is reversed by the translation tran-a,-h, which 
sends (x, y) to (x - a, y - b). 

3.5.2. Check that trana,b is an isometry. 

3.5.3. Show that vertically opposite angles at any point (a, b) are equal 
by translating (a, b) to 0, applying a half turn, then translating the 
angles back to (a, b). 

Other classical results about equal angles can also be proved by using 
isometries to formalize intuitive movements of one angle onto another. 
An example is the pair of alternate angles that occur where a line crosses 
two parallels (Figure 3.7). 

3.5.4. Prove that alternate angles are equal by a suitable combination of 
translations and half turns. 
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a 

FIGURE 3.7 Alternate angles. 

3.5.5. Deduce from Exercise 3.5.4 a proof that the angle sum of any 
triangle is two right angles. 

3.6 Isometries of the Euclidean Plane 

Isometries of the Euclidean plane are actually not much more com­
plicated than the example in the previous section, though this is not 
clear from the bare definition. The situation is crucially simplified 
by the following. 

Basic property of isometries An isometry is determined by the 
images of three points not in a line. 

Proof This theorem is based on the third basic property of distance, 
that each point is determined by its distances from three points not 
in a line, but first we have to show that the image of any isometry 
includes three such points. 

Three particular points not in a line are the vertices A, B, C of 
an equilateral triangle. C is not in the line AB because AB is the 
equidistant set of two points C and D (Figure 3.8), and C is certainly 
not equidistant from C and D. Notice that this argument depends 
only on the distances between A, B, C, and D, and these distances 

FIGURE 3.8 Points not in a line. 
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are preserved by any isometry. Hence if t is any isometry, and A, B, 

C are the vertices of an equilateral triangle, then t(A), t(B) , t(C) are 
three points not in a line. 

If Q is any point, we know that Q is determined by its distances 
from A, B, and C. Its image t(Q) has the same distances from tCA), 

t(B) , and t(C) , respectively, and because t(A), t(B) and t(C) are not 
in a line, there is only one point with the same distances from them 
as t(Q). Thus any isometry that agrees with t on A, B, and C agrees 
with t on any point Q. 0 

This theorem will allow us to express any isometry t of the Eu­
clidean plane as a composite of simple isometries, if only we can find 
enough isometries to move A, B, C to t(A), t(B) , t(C) , respectively. 
The most convenient isometries for this purpose arise from the fact 
that each line is the equidistant set of two points. The calculations in 
the previous section show that the line ax + by = c is the equidistant 
set of any two points (Xl, YI), (X2' yz) that satisfy the relation 

k k 
X2 = Xl + -a, Yz = Yl + -b, 

2 2 

where 
k _ 4(c - aXI - bYl) 

- a Z + b2 . 

Because these points can be regarded as "mirror images" in the line 
ax + by = c, it is reasonable to make the following definition. 

Definition Reflection in the line ax + by = c is the map that sends 
each point (Xl, yd to the point (xz, Y2) defined by 

2a(c - aXI - bYI) 
Xz = X] + 2 bZ ' 

a + 
2b(c - ax] - by]) 

Yz = YI + aZ + bZ . 

It follows that any two points can be exchanged by reflection 
in their equidistant line, but we have to check that reflection in 
ax + by = c is an isometry. This is easier if we first arrange that a2 + 
b2 = I, which can always be done because an equivalent equation 
is obtained if a, b, and c are mUltiplied by any nonzero constant. 
The reflection that sends (Xl, YI) to (X2, yz) is then expressed by the 
equations 
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Xz = Xl + 2a(c - aXl - bYl) = Xl (l - 2aL ) - 2abYl + 2ac, 
2 Y2 = Yl + 2b(c - aX1 - bY1) = Y1 (1 - 2b ) - 2abxl + 2bc. 

Let PI = (Xl, Y 1) and Pi = (X;, y;) be any two points, and consider 
the square of the distance between their reflections P2 and P; in 
ax + by = c: 

[(X~ - Xl)(1 - 2az) - W~ - Yl)2ab]2 

+ [W~ - Y1)(l - 2bz) - (x~ - xl)2az:r . 

Expanding the two main terms, one finds that the coefficients of 
(x; -X1)2, (x; -Xl)W; -yd, and W; -yd Z are 1,0, and I, respectively, 
because a Z + bZ = 1. Hence d(Pz, P;) = d(P1, Pi) as required. 0 

The work involved in formalizing the intuitively simple idea of 
reflection in a line is worthwhile, because it gives us all isometries 
of the Euclidean plane. We get them as composites of reflections, that 
is, as the result of successive reflections. 

Three reflections theorem Each isometry of the Euclidean plane is 
the composite of one, two, or three reflections. 

Proof Suppose that PI, Pz, and P3 are three points not in a line, and 
f is any isometry. By the basic property of isometries, it suffices 
to find a composite of one, two, or three reflections that send PI, 
Pz, and P3 to f(Pd, f(Pz) , and f(P3) respectively, because the latter 
isometry necessarily coincides with f. This can be done with the 
following reflections f1, fz, and f3. 

1. Let fi be reflection in the equidistant line of PI and f(PI ). It sends 
PI to f(P I ) (by definition of reflection), Pz to fI (Pz), and P3 to f1 (P3)· 

2. If f1 (Pz) =1= f(P2 ) , let fz be reflection in the equidistant line of 
fI (P2 ) and f(P2 ). Then fz sends f1 (Pz) to f(Pz) , as required. Also 
fI (Pd = f(Pd is equidistant from fi (P2 ) and f(Pz) (namely, at the 
distance between PI and Pz), hence it is fixed by l:he reflection fz. 

3. We now have fzfI (PI) = f(Pl ) and fzfi (Pz) = f(Pz). 1 f fzf1 (P3) =1= f(P3) 
we send fzf1 (P3 ) to f(P3 ) by reflection h in their equidistant line. 
Again, f(P I ) = fzfI (PI) is equidistant fromf(P:1) andfzfI (P3 ) , hence 
it is fixed by h So is f(Pz) = fzfI (Pz). 
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It follows that P 1 , P2 , and P1 are sent to f(P I ), f(P2 ), and f(P3 ) , respec­

tively, by either fl' hfl' or [,hfl. Thus one of these composites of 
reflections is the required isometry. 0 

While this proof is in front of you, two aspects of terminology 
and notation should be pointed out. 

• We speak of the "composite" of reflections because reflections 
are functions, and taking a "function of a function" is called com­
position. The notation for composition of functions (for example, 
fdl (Pd) is the usual product notation, hut we prefer not to call 
this a "product" because it does not have all the properties of 
other products . 

• In particular, the composite fdl is not necessarily the same as 
flh. For example, let fl be reflection in the x-axis and let h be 
reflection in the line x = y; then hfl is a quarter turn anticlock­
wise and fliz is a quarter turn clockwise. So don't forget that hfl 
means "fl first, then h." 

Exercises 

Several general properties of isometries follow from the three reflections 
theorem, because they are easily proved for reflections. 

3.6.1. Show that the following are true of reflections, and hence of all 
isometries. 

1. They are invertible functions, and their inverses are also 
isometries. 

2. They map lines to lines. 

The three reflections theorem should also account for the isometries we 
already know from Section 3.5, the halfturn about 0 and the translations. 

3.6.2. Show that a halftum about 0 is the composite of reflections in OX 
and OY. 

3.6.3. Show that the translation trana,h is the composite of reflection in 
the equidistant line of 0 and (a, b) and reflection in the parallel to 
this line through (a, b). 



3.7 The Triangle Inequality 93 

• refMrefdP) 

~ M 

~ O:CP) 
~1· 

P " 

FIGURE 3.9 Rotation via reflections in intersecting lines. 

The half turn is an example of a rotation, which is defined in general 
to be the composite of reflections in intersecting lines. Because reflection 
in a line L leaves all points of L fixed (this is clear from the defining 
formulas), the composite of reflections in lines Land M leaves the inter­
section of Land M fixed. A picture also suggests that this rotation moves 
any other point through twice the angle between Land M (Figure 3.9). 

3.6.4. Show that the composite ref:\1refL of reflections refL in Land refM 
in M moves the line L through twice the angle between Land M. 

3.6.5. Show that the rotation about 0 obtained by successive reflections in 
OX and the line y = mx sends (x y) to ( I-In' x- 2m.y ~ x+ 1_1)]' y). 

1 l+,nL l+mi' l+mL ]TmL 

You may recognize this as the standard formula for "rotation through 
angle B," where m = tan~, (1 - m 2 )/O + m2 ) = cosB, and 2m/Cl + m2 ) = 
sin B. The same formulas will recur when we study rational points on the 
circle in the next chapter. 

There is one more type of Euclidean isometry that is not a reflection, 
translation, or rotation. It is called a glide reflection, and it is the composite 
of a translation with a reflection in a line parallel tc the direction of 
translation. 

3.6.6. * Show that any composite of three reflections is a glide reflection. 

3.7 The Triangle Inequality 

Another crucial property of distance is the so-called triangle 
inequality: if A, B, and C are three points not in a line then 

dCA, C) < dCA, B) + deB, C). 
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This property is so obvious that even a dog knows it; a dog will 
go straight from A to a bone at C rather than go via B. However, 
in mathematics, even obvious statements need not be accepted if 
they can be proven. It so happens that the triangle inequality can be 
proved from the standard assumptions of geometry, though perhaps 
not as easily as one would like. 

Euclid arrives at the triangle inequality only in his Proposition 20 
(Elements, Book I), and it depends on most of his earlier propositions. 
A proof in our setup is also not obvious, but it takes only a few lines 
of algebra. We can simplify the calculation by applying isometries 
to move triangle ABC to a convenient position. First we apply a 
translation to move B to the origin. Then, if A is not already on 
the x-axis, we exchange it with the point A' on the x-axis such that 
d(A', B) = dCA, B), by reflecting in their equidistant line. 

The result is a triangle with coordinates of the form 

A=(a],O), B=(O,O), C=(Cl,CZ), 

with Cz > 0 if the three points are not in a line. The required 
inequality 

dCA, C) < dCA, B) + deB, C) 

then takes the form 

J(C] - al)Z + c~ < al + jcr + c~, 
and it is true because 

(RHSi - (LHSi = a~ + 2alJCr + c~ + ci + c~ - (Cl - adz - c~ 

= 2aljcr + c~ - 2a]c] 

> 0, 

because Cz > 0 and therefore j cf + c~ > C]. o 

This calculation also shows that dCA, C) = dCA, B) + deB, C) only 
when Cz = 0, that is, when the three points are a line. 

One reason Euclid's proof of the triangle inequality is longer 
than ours is that he assumes less. He proves it without assuming the 
parallel axiom, so his argument also applies to the geometry of the 
non-Euclidean plane (Section 3.9*). 
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FIGURE 3.10 Bounding the length of 
C polygons in the circle. 

Exercises 

A less formal way to express the triangle inequality is by the old saying 
"a straight line is the shortest distance between two points;' 

3.7.1. Use the triangle inequality and induction to prove that a line seg­
ment AB is the shortest polygonal path from A to B. (A polygonal 
path is a sequence ofline segments AIAz, AZA3, ... ,An-IAn.) 

It follows from this that the line segment is also the shortest curve 
from A to B, because we define the length of a curve K to be the least 
upper bound oflengths of polygonal paths from A to B with their vertices 
on K, provided the least upper bound exists. 

For certain curves, such as the circle, we can also prove the existence 
of an upper bound by the triangle inequality. It then follows that the least 
upper bound exists, by the completeness of the real numbers (Exercises 
3.4.1 and 3.4.2). 

3.7.2. Deduce from Figure 3.10 and the triangle inequality that any polyg­
onal path with vertices on the quarter circle from A to C has total 
length < d(A, B) + d(B, C). 

3.8* Klein's Definition of Geometry 

The history of geometry is a story with a shifting point of view. In 
Euclid's time the raw materials of geometry were points, lines, and 
planes, and theorems were proved from visual axioms with the help 
of constructions and the vague idea of "movement:' Numbers had 
a very limited role, because irrational lengths were not believed to 
correspond to numbers. In the 17th century, Fermat and Descartes 
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introduced numbers as coordinates and used algebra to simplify the 
description and manipulation of figures. However, coordinates were 
just a means to describe figures; they were not considered geometric 
in themselves. It was not until Dedekind and others clarified the 
concept of number in the late 19th century that numbers could 
be seen as the raw material for creating points, lines, and planes. 
This was virtually a reversal of Euclid's viewpoint, and it included 
a reversal of the role of the pythagorean theorem-from a theorem 
about triangles to the definition of distance between two points in 
the plane. 

Other basic theorems of Euclid's geometry can be proved, in this 
new setup, with the help of the concept of isometry, which is a 
rigorous counterpart of Euclid's idea of "movement." 

In 1872, Klein made yet another dramatic shift in viewpoint 
when he realized that the isometries make the geometry. In particular, 
Euclidean plane geometry is everything that is preserved by Euclidean 
isometries. Indeed, the fundamental quantity preserved by Euclidean 
isometries is the distance d(Pl , P~) between points. We saw in Section 
3.6 that any reflection preserves distance and that any isometry is 
a composite of reflections, hence d(Pl , P~) is preserved by all isome­
tries. In principle, we could start with the set of reflections and 
"discover" the idea of Euclidean distance d(Pl , P~), by calculating the 
quantity 

j(X; - X2)2 + (y; - Y2)2, 

for the mirror images P2 = (X2' Y2) and P'z = (x;, Y;) of points PI = 
(Xl, Yl) and ~ = (x~, y~) under any reflection, and finding it equal to 
the corresponding quantity for PI = (XI, YI) and ~ = (x~, y~), 

j(X~ - xd2 + (y~ - Yl)2. 

As we know, the concepts of line (the equidistant set of two points) 
and circle (the equidistant set of one point) can be defined in terms 
of distance, so as soon as the distance function is derived from the 
isometries, we have the whole Euclidean plane geometry. 

Thus Klein'S idea gives yet another way to put Euclid's geometry 
on a rigorous foundation. As usual, the test of a new viewpoint is 
whether it enables us to see anything more clearly than before. 
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Klein's viewpoint shows us that Euclidean geometry is just one 
of several structurally similar geometries. One of them, of course, 
is the geometry of Euclidean space, for which the isometries are 
composites of reflections in planes. 

Among the geometries of surfaces, the most familiar relative of 
Euclidean geometry is the geometry of the sphere. Its isometries 
are composites of reflections in planes through the sphere's center. 
The "equidistant sets" of these reflections are the intersections of 
the planes with the sphere, the so-called great circles. These are the 
"lines" of spherical geometry, and their basic properties are found 
by arguments similar to those we used for the Euclidean plane. 

1. Any two "lines" have a point in common. 

2. Hence the composite of two reflections is always a rotation. 

3. Any isometry is the composite of one, two or three reflections. 

An important part of Klein's concept of geometry is that the isome­
tries form a group of transformations, a set of one-lo-one functions 
closed under composites and inverses. Such a set is obtained by 
taking composites of reflections because each reflection is its own 
inverse; that is, the composite of a reflection with itself is the iden­
tity function, which sends each point to itself. It follows that each 
composite fdz ... fk of reflections also has an inverse, namely, the 
composite (in reverse order) oftheir inverses, fk- 1 ... f2- 1f1- 1. Because 
if we compose these two composites we get 

= fd2 . f 2- 1f1- 1 

=f1·fl-1 

= identity function 

by successive cancellation of inverses. Thus isometries of both 
the Euclidean plane and the sphere have inverses, and hence the 
corresponding sets of isometries are groups. 

Viewing the set of isometries as a group draws our attention to 
subgroups-subsets of isometries that also form groups-and these 
also throw new light on geometry. 
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For example, consider the isometries that are composites of 
an even number of reflections. The inverse of such an isometry 
is also the composite of an even number of reflections, and so is 
the composite of two such isometries. Thus the composites of even 
numbers of reflections form a subgroup. Intuitively speaking, it is 
the subgroup that preserves "orientation," or "handedness," or "clock­
wiseness" or whatever you want to call those aspects of geometry 
that are not preserved by reflections. One such aspect is the cyclic 
order of the numbers I, 3, 6, 12 on a clock face, or at least it seems to 
be. We can escape the tricky problem of defining these aspects by let­
ting the subgroup define them. That is, we say that a property depends 
on orientation if it is not preserved by the whole group but preserved 
by the subgroup of composites of even numbers of reflections. We 
call the latter group the orientation-preserving subgroup. 

This idea depends on the fact that the orientation-preserving sub­
group is not the whole isometry group; it would fail if a composite of 
an even number of isometries was also a composite of an odd num­
ber of reflections. The example ofthe clock face makes this unlikely, 
but we can prove it by considering composites of one or two reflec­
tions and what they do to lines. A single reflection maps one line 
onto itself. A composite of two reflections is either a rotation, which 
maps no line onto itself, or else a translation, which maps infinitely 
many lines onto themselves. Thus a reflection cannot be a compos­
ite of two reflections, and it follows that it cannot be a composite of 
any even number of reflections, because all such products are rota­
tions or translations (see exercises). Thus the orientation-preserving 
subgroup is not the whole isometry group, and hence there is such 
a thing as orientation! 

Exercises 

One reason that composites of even numbers of reflections are rotations 
or translations is that a rotation is the composite of reflections in two 
intersecting lines. It appears intuitively clear (see Figure 3.9 again) that 
the rotation depends only on the point of intersection and the angle 
between the lines, hence it should be possible to represent any rotation 
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FIGURE 3.11 Reflection lines for the composite of two rotations. 

about P as the composite of reflections in two lines, one of which is given. 
The first exercise confirms this intuition. 

3.8.1. Let L, M, and L' be any lines through a point P. Show, using 
the three reflections theorem or otherwise, that there is a line 
M' through P such that 

refMrefL = refM,refL'. 

Also prove that if M' is given, we can find L' to satisfy this equation. 

3.8.2. Deduce from Exercise 3.8.1 that rotations about two points P and 
Q can be expressed as refMrefL and refNrefM' where L, M, and N 
meet the points P and Q as indicated in Figure 3.11. 

So far, these arguments apply to both the Euclidean plane and the sphere. 
The possibility of a translation arises in the next exercise, but only in the 
Euclidean plane. 

3.8.3. Conclude from Exercise 3.8.2 that the composite of rotations is 
either a rotation or a translation. If it is a rotation, about which 
point? 

It follows that, on the sphere, the composite of two rotations is a 
rotation, and hence the orientation-preserving subgroup of the sphere 
consists entirely of rotations. In the Euclidean plane, we still have to find 
how translations interact with each other and with rotations. 

3.8.5. Show that the composite of translations is a translation. 

3.8.6. By imitating the arguments in Exercises 3.8.1 and 3.8.3, or other­
wise, show that the composite of a translation and a rotation is 
either a translation or a rotation. 
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3.9* The Non-Euclidean plane 

A beautiful example of the way isometries create geometry is the 
non-Euclidean plane of Henri Poincare (1882). Poincare found a 
geometry in which there is more than one parallel to a given "line" 
through a given point. His "plane" is the upper half (y > 0) of IR x IR, 
and his "reflection" is a generalization of ordinary reflection called 
reflection in a circle. The non-Euclidean isometries are composites 
of reflections, and non-Euclidean distances are equal if there is a 
non-Euclidean isometry carrying one to the other. 

The reflection of a point P in a circle C with center Z and radius 
r is defined to be the point pi on the Euclidean line zp such that 

Zp.Zp' = r2. 

See Figure 3.12. Ordinary reflection can be regarded as the limiting 
case of reflection in a circle as the center Z tends to infinity. 

In fact, the reflections generating the isometries of the non­
Euclidean plane include ordinary reflections in the vertical lines 
x = constant. The other reflections used are reflections in circles 
with their centers on the x-axis. Thus the "lines" of the non-Euclidean 
plane are obtained immediately as the fixed point sets of the "reflec­
tions," namely, the vertical Euclidean half-lines x = constant and the 
Euclidean semicircles with centers on the x-axis (Figure 3.13). 

We can see from Figure 3.13 that the parallel axiom fails: :M and 
N are two "lines" through the point P that do not meet the "line" L 

Apart from the parallel axiom, all other axioms of Euclid's geom­
etry hold in the non-Euclidean plane. For example, there is exactly 
one "line" through any two points P and Q, and in fact it can be 
found by a ruler and compass construction, as Figure 3.14 shows. 
One draws the Euclidean line PQ and, if PQ is not vertical, con-

Z L--+--4------4 
p 

FIGURE 3.12 Reflection of a point in 
a circle. 
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FIGURE 3.13 Some "lines" 
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structs its perpendicular bisector. The latter meets the x-axis at the 
center of the semicircle that is the non-Euclidean "line" PQ. 

Another pleasant property of Poincare's non-Euclidean plane is 
that its "angles" are ordinary angles. The only difference is that 
they are not angles between Euclidean lines but between "lines," 
that is, between Euclidean circles, or between a circle and a vertical 
Euclidean line. The angle between circles is the angle between their 
tangents at the point of intersection. For example, perpendicular 
"lines" are either perpendicular semicircles with their centers on 
the x-axis, or a vertical Euclidean half-line and a semicircle with its 
center at the lower end of the half-line (see Figures 3.17 and 3.16). 

It turns out that a non-Euclidean "circle" -the set of points at 
constant non-Euclidean distance from a single point-is a Euclidean 
circle. Its Euclidean center is not the same as its non-Euclidean cen­
ter (because Euclidean distance is not the same as non-Euclidean 
distance, as we shall see). However, the circle can also be constructed 
from its non-Euclidean center and a point on its circumference by 
ruler and compass. This means that the natural non-Euclidean "con­
structions" can all be done within Euclidean geometry. In particular, 
non-Euclidean "constructible points" are constructible points of the 
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Euclidean half-plane. Some of these constructions are pursued in 
the exercises. 

The isometries of the non-Euclidean plane are particularly in­
teresting. Those that preserve orientation are composites of two 
reflections, and there are three types, as the "lines" of reflection 
meet at a point of the half-plane, meet on the x-axis, or do not meet 
at all. The first are non-Euclidean rotations, the second are called 
limit rotations (because the center ofrotation is infinitely far away, in 
terms of non-Euclidean distance), and the third are non-Euclidean 
translations. 

An example of a non-Euclidean "translation" is the composite 
of reflections in the semicircles with center 0 and radii 1 and 2. 
It is easy to check that this "translation" sends each (x, y) in the 
upper half-plane to (4x,4y). Hence each of the points x = 0, 
y = 1,1/4,1/42 ,1/43 , •.. is mapped onto its predecessor by this 
translation, and so they are equally spaced in the sense of non­
Euclidean distance. This explains why the x-axis is infinitely far 
away from all points of the non-Euclidean plane and shows that 
non-Euclidean lines are infinitely long. 

This may seem to be a strange geometry, with semicircles called 
"lines" of infinite "length;' but because all but one of Euclid's axioms 
hold it is feasible to use ordinary geometric reasoning. Poincare, 
in fact, introduced this non-Euclidean plane because he wanted to 
study transformations generated by reflections in circles, and he 
found that geometric language made them easier to understand. 

Exercises 

Reflection in a circle occurs frequently in mathematics, and it can 
be described in many ways. Its connection with ruler and compass 
constructions is established by Figure 3.15. 

3.9.1. By comparison of similar right-angled triangles, show thatZP·ZP' = 
r2, and hence describe a ruler and compass construction of P' from 
P, and P from P'. 
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FIGURE 3.15 Construction of 
reflection in a circle. 

FIGURE 3.16 Perpendicular 
diameters of a non-Euclidean circle. 

The most important properties of reflection in a circle are that it 
preserves circles and angles, hence the angles and circles in the non­
Euclidean plane look the same as Euclidean angles and circles. (Except 
that non-Euclidean angles usually occur between circles rather than 
between Euclidean straight lines.) We shall assume these facts in the 
exercises that follow. Their aim is to construct any non-Euclidean circle, 
given its non-Euclidean center B and a point A on its circumference. The 
simplest case is shown in Figure 3.16, where A and B are on a vertical 
Euclidean line. 

3.9.2. Show that the reflection C of A in the semicircle through B with 
center at Z is the point opposite A on the non-Euclidean circle X 

with radius BA. Hence give a ruler and compass construction of X. 

The general case is where A and B are not on the same vertical line 
(Figure 3.17). In this case we first construct the "line" AB (semicircle 
through A and B). 

3.9.3. Describe a ruler and compass construction of the "line" L through 
B perpendicular to the "line" AB. 
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Now we construct the reflection C of A in L This is the point opposite 
A on the non-Euclidean circle J( with radius EA. J( itself is therefore a 
Euclidean circle through A and C perpendicular to the semicircle through 
A and C (Figure 3.18). 

3.9.4. Describe a ruler and compass construction of the Euclidean center 
of this circle. 

This completes the proofthat non-Euclidean "ruler and compass" con­
structions can be done by Euclidean ruler and compass. It follows that if 
we take, say, the line segment from (0,1) to (0,2) as the non-Euclidean 
unit of length, then all non-Euclidean constructible points have coordi­
nates expressible by rational operations and square roots (by Section 3.2). 
In particular, it is impossible to construct the point (0, ~), by Exercises 
3.2.5* to 3.2.8*. This leads to a surprising conclusion. 

3.9.5. The line segment from (0, 1) to (O,~) has 1/3 the non-Euclidean 
length of the line segment from (0,1) to (0,2). Why? Deduce that 
trisection of a "line" segment by "ruler and compass" is not always 
possible in the non-Euclidean plane. 

FIGURE 3.18 
Non-Euclidean 
circle and 

__ -'--_______ L.-_--'-____ --' __ X diameters. 
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3.10 Discussion 
Algebra and Geometry 

The main message of the last two chapters is that geometry has two 
sides. First there is the visual, self-contained, synthetic side, which 
seems intuitively natural; then the algebraic, analytic side, which 
takes over when intuition fails and integrates geometry into the 
larger world of mathematics. Visualization will surely continue to in­
spire new discoveries in geometry, but it is equally likely that algebra 
will rule geometry as long as it is more efficient and morc conducive 
to mathematical unity. A rigorous synthetic development of geom­
etry requires too many complicated axioms that, unlike those of 
algebra, are not easily used in other parts of mathematics. 

A second important message is that there is an apparent conflict 
between these two sides, and that this conflict has been very fruitful 
for the development of mathematics. As we know, the conflict began 
with the discovery of irrational lengths, such as,J2. At the time, num­
bers were rational by definition, so irrational lengths could not be 
numbers, and hence geometry could not be based on arithmetic. Do­
ing geometry without arithmetic turned out to be fruitful, however, 
because it led to Euclid's Elements, the most influential mathematics 
book of all time. In fact, it was only when Euclid's influence began 
to wane, in the 19th century, that mathematicians finally consid­
ered resolving the conflict between arithmetic and geometry, by 
extending the concept of number. 

The latter development was also extraordinarily fruitful, as com­
pletion of the number concept not only clarifies the nature of points 
and lines, but also of curves and other objects too complicated to be 
grasped by Euclid's methods. For example, we shall see in Chapters 
5 and 9 how completeness of the real numbers enables us to define 
lengths of curves and areas of curved regions. 

The 19th century also saw a great enlargement in the scope of 
algebra, which allowed the operations +, -, x, and -7- to be applied 
to objects that are not necessarily numbers. Of course, it is helpful 
to use the symbol + only for a function that behaves like ordinary 
addition on numbers, so first it was necessary to find the character­
istic properties of ordinary +, -, x, and -7-, and to describe them as 



106 3. Coordinates 

simply as possible. This led to the definitions of ring and field, whose 
characteristic properties were listed in Section 1.4. 

At this stage (around 1900) it became clear that the concept of 
field was the appropriate algebraic setting for geometry. We have 
already seen (in Sections 3.1 to 3.5) how to build Euclid's geome­
try using the field IR of real numbers. Conversely, it is possible to 
build a field from Euclid's geometric concepts. The field consists of 
"positive" elements I and their additive inverses -I, and each I is a 
"length." Lengths are added, multiplied, and divided using the con­
structions of Exercises 3.2.1 and 3.2.2, and it follows from the axioms 
of geometry that the lengths and their additive inverses indeed form 
a field. In fact, if we also assume completeness, the field turns out 
to be nothing but IR. 

Thus doing geometry analytically, using real number coordi­
nates, is almost equivalent to doing geometry synthetically. The 
only extra ingredient in analytic geometry is completeness, which 
amounts to assigning a number to each point on the line. This of 
course is precisely the step the Greeks refused to take. Does this 
mean they missed analytic geometry only by a whisker, because of 
their scruples over irrationals, or was the concept of IR really remote 
from Greek mathematics? 

The Jump from ([J to ~ 

Dedekind's definition of real numbers as cuts in ([:D is exquisitely 
simple, but deceptive in a way, because it hides the fact that IR is a 
far less comprehensible set than ([:D. The set ([:D is simpler than it looks, 
being similar in character to the set N. Of course, N is an infinite 
set, but we can comprehend it as the result of the process of starting 
with 1 and repeatedly adding 1. It is not necessary to imagine this 
process actually completed, only continued indefinitely, to grasp the 
meaning of N, because any particular member of N is reached after a 
finite amount of time. The infinite set Z can be grasped in the same 
way, as the result of a process that starts with 0 and alternately adds 
1 and changes sign. This is why it makes sense to write 

Z = {O, I, -1, 2, -2, 3, -3, ... }. 
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The process that generates the list 0,1, -1,2, -2, 3, -3, ... is 
clear, and it is also clear that any member of 7L will eventually 
appear. 

Th capture the rationals by a list-generating process is only 
slightly more complicated. First we generate the positive rationals, 
by the process that produces them in the following order: 

1-
I' 

2 I 
I' 2 I 

3 I 
I' 3' 

(reduced fractions whose top and bottom line sum to 2) 

(reduced fractions whose top and bottom line sum to 3) 

(reduced fractions whose top and bottom line sum to 4) 

f' ~, ~, ~, (reduced fractions whose top and bottom line sum to 5) 

~, ~, (reduced fractions whose top and bottom line sum to 6) 

Then Q itself can be listed by alternating positive and negative 
numbers the way we did with 7L. Thus, when viewed merely as an 
infinite set, 0 is just as comprehensible as N. 

The sets N, 7L, and Q are called countable because the listing 
processes give each of them a first member, second member, third 
member, and so on. And because the members of 7L or Q are 
thereby paired with members of N (first member with 1, second 
member with 2 and so on), all three sets are reckoned to be the 
"same size" or, as we say, the same cardinality. 

It was a great surprise to mathematicians when Cantor discov­
ered in 1874 that not all infinite sets have the same cardinality. In 
particular, IR is uncountable, and hence of greater cardinality than N, 
because there is no way to list its members. This means that IR can 
only be comprehended (if at all) as a completed whole. Th understand 
IR, we not only have to grasp the individual cuts in 0, we have to 
grasp them all at once! 

This is what makes the concept of IR really remote from Greek 
mathematics. The Greeks were willing to accept a "potential" infin­
ity, such as the process for generating N, but not the "actual" infinity 
ofthe set N itself. This was no obstacle to elementary number theory, 
because they could speak of an "arbitrary natural number" instead of 
the set N. But they could not speak of an arbitrary real number, be­
cause this presupposes infinite subsets Land U of Gl, given without 
generating processes, and hence actually infinite. 
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Interestingly, the reason IR can be comprehended only as a 
completed whole is precisely its completeness in the mathemati­
cal sense. We can, in fact, prove that any countable set A of numbers 
contains a gap, and hence is not complete. The idea is to use a list 
of members of A to find sequences bl , bz, b3 , ... and el, e2, e3, ... of 
members with 

and no member of A between the bs and c;s. Then the separation 
of A into the set E of numbers:.:: some bi and the set C of numbers 
:::: some C; gives a gap. Either the sequences of bIs and C;S are finite 
and there is gap between the greatest bi and the least c;; or else there 
is no greatest bi and no least C;, so (E, C) itself is a gap in R Given 
the job of separating A, the sequences b l , b2 , b3, . .. and el, e2, e3, ... 

virtually define themselves. 

Let al, az, a3, ... be a list of members of A, and let 

b l = first number on the list that is not the 
maximum member of A; 

el = first number on the list that is > b l . 

Notice that this means bl is one of al or az, and el is the other. 
The remaining numbers bz, ez, b3 , e3, ... are chosen in that order by 
looking at a3, a4, as, ... in turn and letting 

bn+l = first ak > b l , bz,.·. ,b" and < el, e2, ... ,en; 

en+l = first ak > b j , bz, ... ,bY1 + l and < el, e2, ... ,en. 

It follows immediately that there is no ak between the sequences 
bl , bz, b3 , ... and el, ez, e3, .... If there were, we would look at it at 
some stage and make it a member of one of these sequences, which 
is a contradiction. 

This argument is essentially the one given by Cantor himself 
in 1874. He later gave a more popular argument, called the diag­
onal argument, which is based on decimal expansions of the real 
numbers. The current argument is more elementary, however, and 
better suited to the point we wish to make-that the completeness 
of IR implies its uncountability. 
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Incidentally, Cantor's argument gives another way to show that 
irrational numbers exist. If we take A to be the set of rationals, then 
(B, C) is a cut defining an irrational. 

A Different Definition of Euclidean Geometry 
One ofthe characteristic features of Euclidean plane geometry is the 
existence of similarities: mappings of IR x IR that multiply all lengths 
by a constant. A typical similarity is the dilatation dile (for e =f. 0) 
that sends each point (x, y) to the point (ex, ey) and consequently 
multiplies all lengths bye. We take the existence of similarities for 
granted in real life, in assuming that scale models, maps, and so on 
are faithful representations of real objects. 

At the same time, the existence of scale models means that length 
is not really an essential concept in Euclidean geometry. The im­
portant properties of a triangle, for example, are not the lengths of 
its sides, but the ratios of the lengths (which determine the angles 
of the triangle). In fact, the theorems of Euclid's geometry are really 
about ratios of lengths, not about lengths themselves. 

For this reason, we might very well define Euclidean geome­
try by using the group of similarities of IR x IR rather than the 
group of isometries. Similarities do indeed form a group, because 
each similarity is the composite of a dilatation dile with an isome­
try [, and its inverse is the composite of [-1 with the inverse dile-l 
of dile. Because similarities preserve the ratio of any two lengths, 
they preserve all angles. A very remarkable theorem shows, con­
versely, that similarities are the only maps of IR x IR that preserve all 
angles. The only proofs of this theorem I know of use complex anal­
ysis, which is well beyond the scope of this book. See, for example, 
Jones and Singerman (1987), p.200. 

There is an equally remarkable theorem about the non-Euclidean 
plane that says that its only angle-preserving maps are the isome­
tries. This means, in particular, that there are no maps of the 
non-Euclidean plane that multiply all lengths by a constant =f. l. 

Hence beings in a non-Euclidean world would not enjoy the ben­
efits of scale models and maps. On the other hand, they would be 
able to determine the size of a figure from its shape alone, because 
each shape (of a triangle, say) exists in only one size. 
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CHAPTER 

4.1 Pythagorean Thiples 

One of the most astonishing documents in the history of math­
ematics is a clay tablet in the Columbia University collection of 
Babylonian artifacts. Known as Plimpton 322, it dates from around 
1800 B.C. and contains the two columns of numbers in Figure 4.1. 

Few of the pairs (b, c) look at all familiar, and it is not obvious 
that they have any mathematical significance. However, they have 
a property that leaves no doubt what they are. In every case, c2 - b2 is 
an integer square a2 , hence the tablet is a virtual list of what we now 
call Pythagorean triples (a, b, c). In arithmetic terms, Pythagorean 
triples are simply triples of natural numbers with a2 + b2 = c2 , but 
by the converse Pythagorean theorem they are also side lengths of 
right-angled triangles. In fact, there is another column that shows the 
Babylonians were aware of this, and it explains why the pairs (b, c) 
are written in the given order. The column not included in the table 
here is a list of the values c2 / a2 , and they turn out to be in decreas­
ing order, and roughly equally spaced. Thus the tablet is a kind of 
"database" of right-angled triangles, covering a range of shapes. Inci­
dentally, it is an interesting question whether there are Pythagorean 
triples for which the angles of the corresponding triangles increase 

III 

J. Stillwell, Numbers and Geometry
© Springer-Verlag New York, Inc. 1998



112 4. Rational Points 

b c 

119 169 
3367 4825 
4601 6649 

12709 18541 
65 97 

319 481 
2291 3541 

799 1249 
481 769 

4961 8161 
45 75 

1679 2929 
161 289 

1771 3229 
56 106 

FIGURE 4.1 Pairs in Plimpton 322. 

in exactly equal steps. We shall answer this question in Sections 5.4 
and 5.8*. 

The meaning of the pairs (b, c) was discovered by Otto Neuge­
bauer and Abraham Sachs (1945), who also went on to speculate how 
the corresponding Pythagorean triples may have been found. This 
is a good question, because triples as large as (13500,12709,18541) 
were certainly not found by trial and error, but the answer is proba­
bly not straightforward. The purpose of Plimpton 322 can be guessed 
by constructing the corresponding triangles, and the preference for 
certain numbers can be explained by the Babylonian number sys­
tem (see Exercises 4.1.1 and 4.1.3), but for enlightenment on method 
we must turn to ancient Greece. 

Exercises 

4.l.l. Check that c2 - b2 is a perfect square for each of the pairs (b, c) in 
the table. (Computer assistance is recommended.) 

Computing the values a = J c2 - b2 is interesting because in many 
cases a turns out to be a "rounder" number than b or c. In fact, our base 
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10 notation fails to show how very round the numbers a rea11y are. A11 
but three of them are multiples of 60 and, of the remaining three, one is a 
multiple of 30 and the others are multiples of 12. The Babylonians wrote 
their numbers in base 60, so multiples of 60 were the roundest numbers 
in their notation, and the divisors 12 and 30 of 60 were also pretty round. 

4.1.2. What is significant about the number 3456? 

It is also interesting to compute the values of ble = sine, where e is 
the angle opposite b in the right-angled triangle, and see how the angles 
increase in roughly equal steps. 

4.1.3. Show that the values of ble in Plimpton 322 strictly increase, and 
find the corresponding values of e. 

4.2 pythagorean Triples in EUlclid 

The easiest way to find big Pythagorean triples is to use a formula 
like 

This formula gives a2 + b2 = c2 for any values of u and v, so by 
substituting natural numbers for u and v it is possible to obtain 
arbitrarily large triples. Formulas like this, or perhaps more special 
ones like 

a = 2u, b = u2 - I, c = u2 + I, 

were probably known in ancient Babylon, Greece, India, and China. 
However, the first rigorous treatment of Pythagorean triples oc­

curs in Euclid. He actually set out to solve a simpler problem: to 
find two square numbers such that their sum is also a square (Elements, 
Book X, Lemma 1 to Proposition 28). He started with (a geometric 
form of) the identity 

xy + C ; y r = (x: y r ' 
which he had established earlier (Book II, Proposition 5). He then 
observed that it is enough to choose x and y so that xy is a square, 
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and that this is possible if x and yare "similar plane numbers". This 
means, in our language, that x = u2 w and y = v2 w for some natural 
numbers u, v, and w. (The reason for th'e name is that if a rectangle 
of area w is magnified by u or v, its area becomes u2 w or v2 w, 

respectively.) Substituting these "similar plane numbers" for x and y 
gives the identity 

hence Euclid has solved his problem. The numbers uvw, ,,7;V7 w 

and "'1v2 w he has found will be integers if u, v, and ware natural 
numbers and u, v are both odd or both even (the latter condition 
ensuring that 2 divides u 2 - v2 and u2 + v2 ). Hence he has also found 
a formula to produce Pythagorean triples. 

Euclid then made a throwaway remark that is even more inter­
esting: xy is a square only if x and yare similar plane numbers. This 
is the key to finding all Pythagorean triples, because his numbers 
x;y = b, x"iY = c can equal any natural numbers b < c by choosing 
x = b + c, y = c - b, and in this case xy = c2 - b2 . If band c belong 
to a pythagorean triple, c2 - b2 = xy must therefore be a square, and 
Euclid's remark is that this happens only if x = u 2w, Y = v2 w for 
some natural numbers u, v, w. Thus he is implicitly claiming the 
following result. 

Parameterization of Pythagorean triples Any Pythagorean triple 
is of the form 

a = uvw, 

for some natural numbers u, v, and w. 

Proof It remains to prove that xy is a square only if x = u2 w and 
y = v2 w for some natural numbers u, v, and w. In fact, Euclid did 
this in Proposition 2 of Book IX, which is based on his theory of 
divisibility. As mentioned in Section 1.6, it is equivalent, and often 
easier, to use unique prime factorization, and a proof along the latter 
lines goes as follows. 

Suppose x and yare natural numbers and xy is a square. By 
removing w = gcd(x, y) from both x and y we obtain natural numbers 
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x' = xjw and y' = yjw for which x'y' is also a square, but with 
gcd(x', y') = 1. It follows that the unique prime factorizations of x' 
andy', 

, jl j2 ~f, 
Y = Cfl Cfz ..• If; , 

have no prime in common. But then, because 

v'y' _ pe1pe2 per jl J2 ~f.; "- - 1 z··· r Cfl Cf2 •.• lfs 

is a square, unique prime factorization implies that each of the ex­
ponents el, ez, ... ,er,[l ,[2, .. , ,is is even. That is, each exponent in 
the prime factorizations of x' and y' is even, and hence x' and y' are 
squares themselves. If x' = u2 and y' = v2 this gives x = u2 w and 
y = v2 w, as required. 0 

It is convenient to call numbers x', y' relatively prime when 
gcd(x', y') = 1. The result that a product of relatively prime x', y' 
is a square only if x' and y' are squares is one of the most useful 
consequences of unique prime factorization. Similarly, one finds 
that the product of relatively prime numbers is a cube only if the 
numbers themselves are cubes, and so on. 

Exercises 

There are some variations on Euclid's formula for Pythagorean triples 
that are worth knowing. One is 

a = 2uvw, b = (uz - vZ)w, c = (uz -+ vZ)w. 

This is, of course, the double of Euclid's formula, and it does not look 
completely general, because a = 2uvw is necessarily even. However, it is 
impossible for a and b both to be odd. If they were, aZ and b2 would both 
leave remainder 1 on division by 4, and hence CZ = aZ -+ bZ would leave 
remainder 2. But c2 is an even square and hence leaves remainder 0 on 
division by 4 (compare with the exercises to Section 1.2). 

4.2.1. Deduce from these remarks that in any Pythagorean triple (a, b, c), 

if the sides are suitably ordered, a is even and band c are either 
both even or both odd. 
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4.2.2. Now use the identity 4xy + (x - y)2 = (x + y)2 to show that any pair 
(b, c) = (x - y, x + y) of numbers that are both even or both odd 
extends to a Pythagorean triple (a, b, c) just in case 4xy is a square. 

4.2.3. Use unique prime factorization to show that 4xy is a square if and 
only if x = u 2 w and y = vZw for some natural numbers u, v, w. 

4.2.4. Deduce from the preceding exercises that any Pythagorean triple, 
if the sides are suitably ordered, is of the form 

a = 2uvw, b = (u2 - vZ)w, c = (uz + vZ)w 

for some natural numbers u, v, w. 

Pythagorean triples for which a, b, and c have no common divisor 
except 1 are called primitive. 

4.2.5. Deduce from Exercise 4.2.4 that each primitive Pythagorean triple, 
suitably ordered, is of the form 

a=2uv, b=U2 _V2 , C=U 2 +V2 , 

where u and v are natural numbers with gcd(u, v) = 1, one of them 
even and the other odd. 

An interesting interpretation of the parameters u and v was given in 
the Nine Chapters of Mathematical Art, a Chinese work from the period 
between 200 H.C. and :W(} A.D. 

Suppose that one person walks along the sides a, b of a right-angled 
triangle at speed u, while another walks along the hypotenuse c at speed 
v, and that both cover the distance in the same time. 

4.2.6. Show that, with a suitable choice of unit length, 

4.3 

(Hint: Use the speed condition to find an expression for b + c, and 
substitute it in a2 = c2 - bL = (c - b)(c + b) to find an expression 
for c - b.) 

pythagorean Triples in Diophantus 

pythagorean triples may be grouped into classes in which each 
member of a class is an integer multiple of the smallest member. 
The smallest member (a, b, c) of each class is one for which a, b, 
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and c have no common divisor > 1, or what we called a primitive 
Pythagorean triple in the exercises. From this viewpoint, we see 
that the main problem in finding pythagorean triples is to find the 
primitive triples. Once we know (3, 4, 5) is a Pythagorean triple, for 
example, it is trivial to list its multiples (6,8,10), (9, 12, 15) .... In 
fact, they may all be regarded as the "same" triangle, with different 
choices of the unit of length. 

The many integer triples (a, b, c) that are really the "same" may 
be condensed to a single rational triple (alc, blc, 1), because if (a, b, c) 
and (d, b', c') are multiples of the same triple then al c = d I c' and 
blc = b'lc'. Rational numbers really simplify the story here, because 
we can find a formula for all rational Pythagorean triples without 
using unique prime factorization (or Euclid's equivalent theory of 
divisibility). This was discovered around 250 A.D. by the Greek math­
ematician Diophantus and presented in his book the Arithmetica. 

Parameterization of rational pythagorean triples The nonzero 
rationals x and y such that x2 + y2 = 1 are the pairs oj" the form 

1 - t2 

x=--
1 + t2 ' 

for rational numbers t #- 0, ±l. 

2t 
Y = 1 + t2' 

Proof The problem is to find points on the unit circle x2 + y2 = 1 
with rational coordinates x and y, the so-called rational points. Some 
rational points are obvious, for example, (-1,0). We also notice that 
if (xo, Yo) is any rational point, the line between it and (-1, 0) has 
rational slope, namely, t = yo/(xo + 1). 

Conversely, if y = t(x + 1) is any line through ( -1, 0) with rational 
slope t, then its second intersection with the unit circle is a rational 
point, as the following calculation shows. The inte rsection of y = 

t(x + 1) with x2 + y2 = 1 occurs where 

x2 + t2 (x + 1)2 = 1 (substituting t(x + 1) t::Jr y), 

and hence 
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which has solutions 

_t2 ± 1 

1 + t2 

1 - t 2 

--1 --
- 'l+t2 ' 

by the quadratic formula 

The so1ution x = -1 gives the point (-1, 0) we already know. The 
solution x = (1 - t2 ) / (1 + tZ) gives the second intersection (Figure 
4.2), where 

(1 - t2 ) (1 - t2 + 1 + t2 ) 2t Y = t(x + 1) = t --2 + 1 = t 2 = --Z' 
l+t l+t l+t 

Thus the coordinates of the second intersection are x = ~~:~, y = 

1~t2' and these are rational because they are built from the rational 
number t by rational operations. 

Hence we have found all rationa1 points on the circle, and all 

except (-1, 0) have the form (i ~:~, 1~t2 ). By taking t =1= 0, ± 1 we also 

exclude the points 0,0), (0,1) and (0, -1). The formula x = ;~~~, 
y = 1~t2 then covers exactly the rational pythagorean triples, because 
the latter have x and y nonzero. 0 

Y slope = t 

--~----~------+-~X 
(-1,0) 

FIGURE 4.2 Constructing 
rational points on the circle. 
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Exercises 

The formula for rational Pythagorean triples is appealing, because it in­
volves only the single parameter t instead of the u, v, and w required for 
integer triples. Nevertheless, it is essentially the same lbrmula. 

4.3.1. By putting t = u/v for integers u and v, deduce a formula for inte­
ger Pythagorean triples from the formula for rational Pythagorean 
triples. 

The formula can in fact be simplified even further by using complex 
numbers, which we shall say more about later. Those already familiar 
with A = i may enjoy the following exercise. 

4.3.2. If points (x, y) of the plane are represented by complex numbers 
x + iy, show that the rational points on the unit circle, other than 
( -1, 0), are the points of the form :~:, where t is rationa1. 

The formulas 

1 - t2 

x=--
1 + t2 ' 

2t 
y=1+t2 

are also useful when t runs through all real values. The point (x, y) then 
runs through all points of the unit circle (except for (-1,0)), hence the 
formulas may also be viewed as parametric equations [or the circle. They 
are related to the more familiar parametric equations x = cos f), y = sin f), 
as we shall see in the next chapter. 

We call the functions x(t) = i~;" yet) = 1~t2 rational fUnctions of t 
because they are built from the variable t and constants by rational 
operations. 

4.3.3. Find rational functions x(t) and yet) such that (x(t) , yet)) runs 
through all points of the circle except (1,0). 

Rational functions are simpler than the functions cos f), sin f), and they 
have certain advantages. Because of this, in algebra and calculus we often 
want to rationalize irrational functions [(x) such as ~- x2 . That is, we 
want to substitute a new function x(t) for x so that [(x) becomes a rational 
function of the new variable t. 

4.3.4. Show that the function ~ is rationalized by the substitution 
1-t2 d 1 b h b" 2t X = 1+t2' an a so y t e su stltutlOn x = 1+t2 ' 
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In contrast to this result, the functions .Jl=X3 and ,~h - X4 can not 
be rationalized by substituting a rational function for x. This discovery 
marks an important boundary between quadratic and higher-degree poly­
nomials and hence leads beyond the scope of this book. Nevertheless, 
properties of quadratic equations can be used to explain some of the dif­
ficulties that arise with higher degree, and we shall show how this comes 
about in Section 4.7*. 

4.4 Rational 1riangles 

After the discovery of rational right-angled triangles and their com­
plete description by Euclid (Section 4.2), one might expect questions 
to arise about rational triangles in general. Of course, any three ra­
tional numbers can be the sides of a triangle, provided the sum 
of any two of them is greater than the third. Thus a "rational tri­
angle" should be one that is rational not only in its side lengths, 
but also in some other quantity, such as altitude or area. Because 
area = ~ base x height, a triangle with rational sides has rational area 
if and only all its altitudes are rational, so it is reasonable to define 
a rational triangle to be one with rational sides and rational area. 

Many questions can be raised about rational triangles, but they 
rarely occur in Greek mathematics. As far as we know, the first to 
treat them thoroughly was the Indian mathematician Brahmagupta, 
in his Brahma-sphuta-siddhanta of 628 A.D. In particular, he found 

the following complete description of rational triangles. 

Parameterization of rational triangles A triangle with rational 
sides a, b, c and rational area is of the form 

u2 

a= -+v, 
v 

u2 
b= -+w, 

w 

for some rational numbers u, v, and w. 

u2 u2 
c=--v+--w 

v w 

Brahmagupta (see Colebrooke (1817), p. 306) actually has a factor 
1/2 in each of a, b, and c, but this is superfluous because, for example, 

- - + v = -- + vI2 = - + VI, 
1 (u2 ) (uI2)2 Ul 2 

2 v vI2 VI 
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where UI = uj2 and VI = vj2 are likewise rationa1. The formula is 
stated without proof, but it becomes easy to see if one rewrites a, b, 
C and makes the following stronger claim. 

Any triangle with rational sides and rational area is of the form 

U Z - V Z UZ _ w 2 

c= +---
V v w 

for some rationals u, v, and w, with altitude h = 2u splitting side C into 
2 2 2 2; 

segments CI = u ~v and Cz = u -:vw . 

The stronger claim says in particular that any rational triangle 
splits into two rational right-angled triangles. It follows from the pa­
rameterization of rational right-angled triangles and was presumably 
known to Brahmagupta. 

Proof For any triangle with rational sides a, b, c, the altitude h splits 
C into rational segments CI and C2 (Figure 4.3). This follows from the 
pythagorean theorem in the two right-angled triangles with sides 
Cl, h, a and Cz, h, b respectively, namely, 

aZ=cr+ hz , 

bZ = c~ + hZ. 

Hence, by subtraction, 

aZ - b2 = ci - c~ = (CI - CZ)(CI + cz) = (CI -- cz)c, 

so 

Cl -C2 = --- which is rational. 
C 

But also 

CI + C2 = c, which is rational, 

FIGURE 4.3 Splitting a rational triangle. 
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hence 

1 (a2 
- b2 

) Cl = - +c , 
2 C 

are both rational. 
Thus if the area, and hence the altitude h, are also rational, 

the triangle splits into two rational right-angled triangles with sides 
Cl, h, a and C2, h, b. 

We know from Diophantus' method (4.3) that any rational right­
angled triangle with hypotenuse 1 has sides of the form 

1 - t2 2t 

1 + t2 ' 1 + tZ ' 
1 for some rational t, 

or, writing t = v lu, 

u2 _ v2 2uv 
for some rational u, v. 

u2 + v2 ' u2 + v2 ' 
1 

Thus the arbitrary rational right-angled triangle with hypotenuse 1 
is a mUltiple (by u2~V2) of the triangle with sides 

2u, 
v v 

The latter therefore represents all rational right-angled triangles with 
altitude 2u, as the rational v varies. It follows that any two rational 
right-angled triangles with altitude 2u have sides 

2u, and 2u, 
v v w 

for some rational v and w. Putting the two together (Figure 4.4) 
gives an arbitrary rational triangle, and its sides and altitude are of 
the required form. 0 

U2 +tJ2 U2 +W 2 

V W 

2u 2u 

FIGURE 4.4 Assembling an arbitrary rational triangle. 
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Exercises 

4.4.1. (Brahmagupta) Show that the triangle with sides 13, 14, 15 splits 
into two integer right-angled triangles. 

Triangles with rational sides and rational area are sometimes called 
Heronian after the Greek mathematician Hero who lived in the first cen­
tury A.D. Hero is also known for a formula giving the area of a triangle in 
terms of the lengths of its sides. His formula can, in fact, be derived quite 
easily from Brahmagupta's formulas for the sides of a rational triangle. 

4.4.2. Show that for any triangle with sides a, b, c and altitude h on side 
c there real numbers u, v, w such that 

u2 + v2 
a=--­ , 

v 

u2 _ v2 u2 _ w 2 

c=---+---
v w 

with the side c split into parts U2~v2 and U2~w2 by the altitude h = 2u. 

4.4.3. Define the semiperimeter s of the triangle with sides a, b, and c to 
be (a + b + c)j2. Then, with the notation of Exercise 4.4.2, show 
that 

2 2 U ( 2 )2 
s(s - a)(s - b)(s - c) = u (v + w) vw·- 1 

4.4.4. Deduce from Exercise 4.4.3 that 

( 
U2 _ v2 u2 - WZ) 

Js(s - a)(s - b)(s - c) = u -v- + -~ 

is the area of the triangle with sides a, band c. 

Area = ../s(s - a)(s - b)(s - c) is Hero's formula. It defies the Greek 
geometric tradition by multiplying four lengths-something usually re­
jected as physically meaningless. Brahmagupta probably was aware of 
this formula, because he stated a generalization of it: the area of a 
cyclic quadrilateral (a four-sided polygon with its vertices on a circle) 
is ../(s - a)(s - b)(s - c)(s - d), where a, b, c, d are the sides of the 
quadrilateral and s is half its perimeter. 
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4.5 Rational Points on 
Quadratic Curves 

The method for finding rational pythagorean triples can also be used 
to find rational points on other quadratic curves. If we know one 
rational point P, then any other rational point Q will give a line PQ 
with rational slope, hence all rational points occur on lines through 
P with rational slope. Conversely, a line with rational slope, through 
one rational point, will meet the curve in a second rational point, 
provided the coefficients in the equation of the curve are all rational. 

1b see that rational coefficients are needed, consider the curve 
y = J2x2 . This has one rational point (0,0), and the line y = x 
through this point has slope 1. But the line meets the curve again 
where x = J2x2 , that is, at the irrational point x = 1/J2. 

1b see what happens when the coefficients are rational, consider 
the curve x2 + 3y2 = 1. This has an obvious rational point (-1, 0), 
and if we take the line y = t(x + 1) through this point with rational 
slope t, its intersections with the curve are found by substituting 
t(x + 1) for y in the equation for the curve. This gives the quadratic 
equation in x, 

which we will not attempt to solve this time (though it is not hard). 
Instead, bear in mind that x = -1 is a solution of this equation, 
and hence x + 1 is a factor of the left-hand side. If we expand the 
left-hand side, we shall find a rational coefficient k of x2 (built from 
the rational t by +, -, and x), and therefore 

where x = u is the other solution of the equation. It follows, by 
comparing coefficients on the two sides, that ku is the negative of 
the constant term on the left-hand side. This constant term is also 
rational, because it is built from the rational t by +, - and x. Thus 
the x coefficient u of the second point of intersection is rational, and 
hence so is the y coefficient, because y = t(x + 1). 

Similar reasoning applies to any quadratic equation with rational 
coefficients, hence we have the following. 
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Description of the rational points on a quadratic curve If a 

curve X is given by a quadratic equation with rational coefficients, then 
the rational points on X consist of 

1. Any single rational point P on X. 

2. The points where lines through P with rational slope meet X. 

It is not claimed that a curve with rational coefficients has any 
rational points. However, ifit has one, it has infinitely many, because 
there are infinitely many lines of rational slope through any point P. 

Example The curve x2 + y2 = 3 has no rational points. 

First note that any rational point (x,y) has x = u/w, y = v/w for 
some integers u, v, and w (with w the common denominator of x 
and y). It fo11ows, multiplying through by w2 , that a rational point 
on x2 + y2 = 3 gives integers satisfying 

/.12 + v2 = 3w2 . 

We can assume that /.I, v, w have no common divisor> I, so they 
are not a11 even. Then at least one of u and v is odd, because if u, v 
are even so is u2 + v2 = 3w 2 , and 3w 2 is even only if w is even. How­
ever ... 

1. If /.I, V are both odd then u 2 , v2 both leave remainder 1 on division 
by 4, hence U 2+V2 leaves remainder 2 (compare with the exercises 
to Section 4.2). But 3w 2 leaves remainder 3 (if wis odd) or 0 (if w 

is even). 

2. If one of u, v is odd and the other even, ther. u 2 + v2 leaves 
remainder 1 on division by 4, which again is not the remainder 
left by 3w 2 . 

Thus, in a11 cases an integer solution of u2 + v2 = 3w 2 gives a con­
tradiction, hence there is no rational point on x2 + ~l = 3. 0 

Probably the first result of this type was discovered by Diophan­
tus, who stated that x2 + y2 = 15 has no rational solution (Arithmetica 
Book VI, Problem 14; see Heath (1910), p.237). The argument for 
x2 + y2 = 15 is virtua11y the same as the argument for x2 + y2 = 3, 
because 15w 2 leaves the same remainder on division by 4 as 3w 2 

does. 
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These examples remind us that questions about rational numbers 
are basically questions about integers, and sometimes we have to go 
back to the integers to answer them. Nevertheless, rational points 
on curves are generally easier to find than integer points. This is 
already clear for the line ax + by = c with integer coefficients, where 
integer points exist only when gcd(a, b) divides c, and finding them 
amounts to finding the gcd (see Section 1.5). Rational points always 
exist, and we can find them simply by solving for y = (c - ax)/b and 
letting x run through the rationals. (Or, if b = 0, solve for x in terms 
of y.) Deeper problems occur with the quadratic curves x2 - dy2 = 1. 
Their rational points are no harder to find than rational points on the 
unit circle, but finding integer points is an entirely different matter 
(see Chapters 8 and 9). 

Exercises 

The curves x2 - dy2 = 1 for d > 0 are called hyperbolas and some of their 
geometric properties will be studied in Chapters 8 and 9. The geometry 
has some bearing on the behavior of integer points, as we shall see in 
Chapter 9, but algebra also plays an important role, as we shall see in 
Chapter 8. For the moment, we shall investigate these curves as best we 
can with our current tools. 

4.5.l. Show that the hyperbola x2 - dy2 = 1 approaches arbitrarily close 
to the lines x = ±v'dy, and hence sketch the curve. 

4.5.2. Show that the rational points other than (-1,0) on x2 - dy2 = 1 

are given by the formulas 

1 + dt2 
x=---

1 - dt2 ' 

2t 
Y = 1 - dt2· 

You will probably find that these formulas are no help in finding integer 
points on x2 - dy2 = I, other than the obvious ones (-1, 0) and (1, 0). In 
fact, the integer points depend mysteriously on the value of d, which we 
assume to be a natural number from now on. 

4.5.3. By factorizing the left-hand side, show that there are no integer 
points on the hyperbola x2 - y2 = I, other than the obvious ones. 
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4.5.4. Find a nonobvious integer point on each of the hyperbolas x2 -

2y2 = 1, x2 - 3y2 = 1, and x2 - 5y2 = 1. What happens on x2 - 4y2 = 
I? 

One expects that rational points on curves with irrational coefficients 
are not so interesting, because they presumably occur only "by accident." 
But if so, it is still worth making this presumption more precise. In fact 
they are accidental, in the sense that there are only finitely many rational 
points on each curve with irrational coefficients. We shall confine atten­
tion to quadratic curves and assume further that their equations are of 
the form ax2 + by2 = c with c rational. (This can always be arranged by 
shift of origin and rotation of axes, as we shall see in Chapter 8.) 

4.5.5. Suppose that X is a curve given by ax2 + by2 = c, and that X has 
infinitely many rational points. Deduce that the coefficients a, b 
satisfy infinitely many equations of the form 

Aa + Bb = c, for rational numbers A, B. 

4.5.6. Deduce from Exercise 4.5.5 that X has rational coefficients. 

Even when a quadratic curve X has only finitely many rational points, 
the idea of considering the line of slope t through a point on X is fruitful, 
because it shows that x and y can always be expressed as rational functions 
oft. (Recall from the comment after Exercise 4.3.2 that a rational function 
oft is built from t and constants by rational operations. The constants need 
not be rational.) 

4.5.7. If X is the curve ax2 + bxy + cy2 + ax + ey + f := 0, and (r, s) is 
any point on X, use the line through (r, s) with slope t to find 
parametric equations for X, x = u(t), y = vet), where u(t) and vet) 

are rational functions of t. 

4.6* Rational Points on the Sphere 

The geometric construction used in Section 4.2 to find rational points 
on the circle can be viewed as projection of the y-axis onto the circle 
minus the point (-1, 0). In fact, it is precisely the point y = t that is 

projected to the point (~~:~, 1!t2 ) (Figure 4.5). 
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y 

--~~----r------+--X 
(-1,0) 

FIGURE 4.5 Projection from 
line to circle. 

Projection from line to circle has a generalization, called 
stereographic projection, from plane to sphere. The (x, y)-plane in 
(x, y, z)-space is mapped to the unit sphere x2 + y2 + Z2 = 1 by pro­
jection toward the "north pole" N = (0,0, 1) (Figure 4.6). (Strictly 
speaking, stereographic projection goes from sphere to plane, but 
we are interested in both directions.) 

Formulas for stereographic projection If P = (u, v) in the 
plane and pi = (p, q, r) on the sphere correspond under stereographic 
projection, then 

and 

2u 

p 
u=--

1 - r' 

2v 

q 
v=-­

l-r 

p = u 2 + v2 + l' q = u2 + v2 + I' 
u2 + v2 - 1 

r----­
- u2 + v2 + 1· 

Proof The line through N = (0,0,1) and pi = (p, q, r) has the 
direction components p, q, r - I, and hence parametric equations 

x = pt, Y = qt, z = 1 + (r - l)t. 

N 

FIGURE 4.6 
Projection from 
plane to sphere. 
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It meets the (x, y)-plane at P where z = 0, that is, where t = l~r' 
so l~r' l~r are the coordinates u, v of P. 

The line through N = (0,0, 1) and P = (u, v) has direction 
components u, v, -1; hence parametric equations 

x = ut, y = vt, z = 1 - t. 

substituting these in the equation x2 + y2 + Z2 = 1 of the sphere, we 
get the equation 

for the parameter value t at the intersection. This equation simplifies 
to 

One solution t = 0 corresponds to N. pi corresponds to the other 
solution 

which gives 

2 

t = u 2 + v2 + I' 

2v 2u 
x=----­

u2 + v2 + I' y = u2 + v2 + I' 

2 
z=I------

u2 + v2 + 1 

U Z + v2 - 1 

u2 + v2 + 1 

as the coordinates p, q, r of p'. o 

The formulas show that p, q, and r are rational if and only if u 

and v are rational. Hence we have the following. 

Corollary The rational points (p, q, r) f. (0,0,1) on the unit sphere 
are 

2u 

p = u2 + v2 + I' 

for rational u and v. 

2v 

q = U Z + v2 + I' 
UZ + v2 - 1 

r= 
u2 + v2 + 1 

The idea of stereographic projection applies to space of any di­
mension n, though naturally it is difficult to visuahze when n > 3, 
and the formulas take over. However, from the two cases we know, 
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it is easy to see what to do next. The n-dimensional unit sphere in 
(Xl, Xl, ... ,xn)-space has equation 

z z z 
Xl + Xz + ... + Xn = I, 

and its rational points (PI, Pz, ... ,Pn) are found by connecting the 
"north pole" (0,0, ... ,0,1) to the point (Ul, uz, ... ,Un-I, 0) for ratio-
nal values of Ul, UZ, ... , Un-I. The coordinates PI, PZ, ... Pn turn out 
to be 

... , 
ui + u~ + ... + U~_l - 1 

Pn = z z z . 
U l + Uz + ... + U n- l + 1 

2Ul 
PI = Z Z Z ' 

U l + Uz + ... + U n- l + 1 

Exercises 

Each rational point (~, ~, ~) on the sphere XZ + yZ + ZZ = 1 corresponds to 
an integer quadruple (a, b, c, d) such that 

so the formulas give a way to find all such quadruples. 

4.6.l. Find formulas that give all such quadruples (a, b, c, d). 

4.6.2. Do your formulas give the quadruples (1,2,2,3) and (1,4,8, 9)? 

The projection of the plane onto the sphere minus N generalizes to 
any surface given by a quadratic equation in x, y, z. 

4.6.3. Find a rational point T on the surface 2X2 + 3y2 + 4Z2 = 5, and 
hence find formulas for all its rational points =1= T. 

4.6.4. * If S is a surface given by a quadratic equation with rational coeffi­
cients, show that the rational points on S (if any) may be obtained 
by projecting from any rational point T off the (x, y)-plane to the 
rational points on the (x, y)-plane. 

Thus, as with curves, a quadratic surface with rational coefficients 
has either no rational points or infinitely many. 

4.6.5. * Show that the sphere x2 + yZ + Z2 = 7 has no rational points. 
(Hint: Consider remainders on division by 8.) 
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4.7* The Area of Rational 
Right Triangles 

In this section we return to the interpretation of a rational 
Pythagorean triple Ca, b, c) as a right-angled triangle with rational 
sides a, b, c: we shall call it the rational right triangle Ca, b, c). Ge­
ometry suggests some interesting questions about such a triangle 
Ca, b, c). For example, what can we say about its area? Diophantus 
answered many questions of this type in Book VI of his Arithmetica. 
He found triangles (a, b, c) whose area abj2 is a square ± a given 
number, a square ± the sum of the perpendiculars, a square minus 
the hypotenuse, and a square minus the perimeter. However, the 
possibility of the area being exactly a square is igno:red! 

The first to ask whether there is such a triangle was Fibonacci, 
who raised the question in his Liber Quadratorum (book of squares) 
in 1225. (Strictly speaking, he asked an equivalent question; see 
Sigler (1987) p. 84.) In 1640 Fermat proved that the answer is 
no. His proof is a spectacular application of infinite descent to 
Pythagorean triples, and several variations of it exist. The follow­
ing version is based on Young (1992). It assumes the formula for 
primitive Pythagorean triples from the exercises to Section 4.2. 

Fermat's theorem on rational right triangles 
rational right triangle is not a square. 

The area of a 

Proof Given any rational right triangle, we can take its sides to be 
integers with no common prime divisor, by multiplying through by 
a common denominator and canceling any common prime factors. 
This process multiplies its area by a square (because the base and 
height are both multiplied by the same factor), so ifthere is a rational 
right triangle with square area, there is a primitive pythagorean 
triple Ca, b, c) with abj2 a square. The strategy of the proof is to look 
for a smaller triangle with the same property. 

The formula for primitive Pythagorean triples gives natural 
numbers u and v such that 
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where gcd(u, v) = I and one of u, v is even, the other odd. It follows 
that the area of triangle (a, b, c) is 

ab 2 2 - = uv(u - v ) = uv(u - v)(u + v). 
2 

The factors u, v, u - v, u + v have no common prime divisor, as one 
checks by comparing them in pairs. A common prime divisor of u 
and u - v also divides their difference, v, and we know that u and v 

have no such divisor. Similarly, the pairs u, u + v and v, u - v and v, 

u + veach have no common prime divisor. Finally, a common prime 
divisor of u - v and u + v divides their sum 2u and their difference 
2v. Because one of u, v is even and the other is odd, u - v is odd 
and hence 2 is not a divisor ofu - v, 2u and 2v. Any common prime 
divisor must then divide u and v, and hence it does not exist. 

Thus a square area abj2 = uv(u - v)(u + v) has factors u, v, 

u - v, and u + v, which are themselves squares, by unique prime 
factorization. It follows that u 2 - v2 = (u - v)(u + v) is a product of 
squares, hence also a square, say w 2 . This gives us 

u 2 _ v2 = w L, or v2 + w 2 = u 2 , 

so (v, w, u) is a second pythagorean triple. We already know gcd(u, v) = 
1, so the new triple is primitive, hence there are natural numbers UI 

and VI with 

ONe know that v is the even member 2u] VI because w2 = u2 - v2 is 
odd, hence w is the odd member.) 

Because u = uT + v~ is a square, say wI, we have a third 

Pythagorean triple (UI, VI, wd. The area of the corresponding right 
triangle is ulvd2 = vj4, which is a square (because v is a square, as 
we found in the previous paragraph). Thus we have found another 
triangle with the same property as the first. 

The third triangle still has natural number sides and natural num­
ber area, but its area vj4 is less than the area uv(u-v)(u+v) ofthe first 
triangle. Therefore, if there is a rational right triangle with square 
area, we can make an infinite descent, which is impossible. 0 

Fermat drew some conclusions from this argument, which are as 
remarkable as the theorem itself. 
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Corollaries 

1. There are no natural numbers a, b, c such that a4 -- b4 = c2 . 

2. There are no natural numbers X, Y, z such that X4 + y4 = Z4. 

Proof 1. For any natural numbers a, b, and c, consider the triangle 
with sides 

This is a right-angled triangle because 

(a4 _ b4 )2 + (2a2b2)2 = (a4 + b4 )2. 

But if a4 - b4 = c2 , its area (a4 - b4 )a2b2 is the square a2b2c2 , which 
contradicts the theorem. Hence a4 - b4 = c2 is impossible for natural 
numbers a, b, and c. 

2. If X4 + y4 = Z4 for natural numbers X, y, and z then 

Z4 _ y4 = X4 = (X2)2, 

which is a special case of the equation proved impossible in part 1. 
Hence there are no such natural numbers X, y, and z. 0 

Fermat also proved the impossibility of the equation a4 + b4 = c2 

in the natural numbers. A proof is outlined in the exercises. 

Exercises 

The structure of the proof of Fermat's theorem on rational right triangles 
can be presented quite concisely if the checks on divisibility are left to 
the reader. It goes as follows: 

(a, b, c) a primitive Pythagorean triple with ab/2 a square 

=} a = 2uv, b = u2 - v2 , C = u2 + v2 with uv(uL: - v2 ) a square, 

for some natural numbers u and v 

=} u, v, u - v, u + v are squares 

=} u 2 - v2 = (u - v)(u + v) = w2 for some natural number w 

=} (v, W, u) a primitive Pythagorean triple 
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:::} v = 2UI VI, W = ui - vi, u = ui + vi, 
for some natural numbers UI and VI 

:::} ui + vi is a square, say wi, because u is a square 

:::} (UI, VI, WI) a Pythagorean triple, with UI vd2 = v/4 a square 

:::} infinite descent, because v/4 < ab/2 = uv(u2 - v2 ) 

The impossibility of a4 + b4 = c2 is usually proved with the help of a 
formula for Pythagorean triples, but this step can be bypassed. The fol­
lowing proof from Cassels (1991) uses more basic facts about remainders 
on division by 2 and 4, together with unique prime factorization. It be­
gins by assuming that a, b, and c have no common prime divisor, and 
a4 + b4 = c2 . Then it follows that c is odd, and so is one of the others, say 
b, by the argument preceding Exercise 4.2.1. 

4.7.1. Check the details in the following proof: 

4 b4 2 with no common prime divisor of a, b, c 
a + -c 

- 'and a even 

:::} (c + b2 )(c - b2 ) = a 4 

:::} c + b2 = 8u4 and c - b2 = 2v4 

or c + b2 = 2u4 and c - b2 = 8v4 

bz 4 4 (impossible, considering remainders on :::} = 4u - V .•. 
dIVIsIOn by 4) 

or bZ = u4 - 4V4 

:::} (UZ + b)(u2 - b) = 4V4 

:::} U Z + b = 2y4 and U Z - b = 284 

:::} U Z = y4 + 84 

:::} infinite descent 

In Section 4.3 it was pointed out that the formula for rational 
Pythagorean triples gives us functions that rationalize the irrational func-
. ~1 Z F l·f b t· - l-t' fi d ~z - 2t tIony.L -x-. orexamp e,I wesu s Itutex- l+t' we n y.L -x- - l+t'. 

Fermat's results about fourth powers can be similarly used to prove that 
the functions ""1 - X4 and ""1 + X4 can not be rationalized. In the lat­
ter case, for example, the idea is to suppose that there is some rational 
function x(t) such that )1 + X(t)4 is a rational function yet) and derive a 
contradiction. A rational function is a quotient of polynomials, so we are 
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supposing that there are polynomials p(t) , q(t), r(t) , set) such that 

or equivalently, 

p(t)4 ret) 
1+---­

q(t)4 - s(t) , 

S(t)4 (q(t)4 + p(t)4) = q(t)4r(t)2s(t)2. 

This yields polynomials aCt) = s(t)q(t), bet) = s(t)p(t) , and c(t) = 
q(t)2r (t)S(t) with 

which is the same as the Fermat equation, but with po1ynomia1s in place 
of the natural numbers a, b, and c. It can be proved impossible by imitating 
the argument given earlier because polynomials behave a lot like natural 
numbers. The degree ofa polynomial serves as measure of its size, which 
can be used in proofs by induction (or descent). 

4.7.2. * Show that polynomials have the following division property. If aCt) 

and bet) are polynomials and bet) has degree> 0, then 

a(t) = q(t)b(t) + r(t) 

for some polynomials q(t) and ret), with ret) of smaller degree than 
bet). 

The theory of divisibility and factorization now unfolds for polyno­
mials just as it did for natural numbers in Sections l.5 and l.6. The 
polynomials analogous to primes are called irreducibles. 

4.7.3. * Check that there is a Euclidean algorithm for polynomials, an irre­
ducible divisor property, and unique factorization into irreducib1es 
(up to the order of factors and constant multiples of factors). 

4.7.4. * Deduce from Exercise 4.7.3* that if the product of relatively prime 
polynomials is a square, then each factor is itself a square. 

We can now imitate the argument of Exercise 4.7.1 with polynomials 
in place of natural numbers, but it is easier because polynomials need not 
have rational coefficients. Ifp(t) and q(t) are relatively prime polynomials 
and p(t)q(t) is a square, we can conclude not only that pet) = U(t)2 and 
q(t) = V(t)2, but also that pet) = 2U(t)2 and q(t) = 2V(t)2, for the polyno­
mials U = uj..ti and V = vj..ti. This means it is no longer necessary to 
worry about the coefficients 2, 4, and 8. 
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4.7.5. * By imitating the argument in Exercise 4.7.1, show that there are 
no polynomials a(t), bet), c(t) of degree > 0 such that 

a(t)4 + b(t)4 = C(t)2. 

4.8 Discussion 

Diophantus and His Legacy 

The last peak in classical Greek mathematics was reached by Dio­
phantus of Alexandria, sometime between 150 A.D. and 300 A.D. The 
surviving parts of his work, the Arithmetica, seem at first quite el­
ementary, a random collection of solved problems about numbers. 
There are no general theorems, and there is no apparent "depth," 
because later results do not depend on earlier ones, as they do in 
Euclid's Elements. However, this apparent simplicity is deceptive. 
The problems of Diophantus effectively illustrate general theorems, 
and some of them were deep enough to inspire Fermat and Euler, 
the greatest number theorists of the 17th and 18th centuries. Euler 
wrote: 

Diophantus himself, it is true, gives only the most special 
solutions of all the questions which he treats, and he is gen­
erally content with indicating numbers which furnish one 
single solution. But it must not be supposed that his method 
is restricted to these very special solutions. In his time the use 
ofletters to denote undetermined numbers was not yet estab­
lished, and consequently the more general solutions which 
we are enabled to give by means of such notation could not be 
expected from him. Nevertheless, the actual methods which 
he uses for solving any of his problems are as general as 
those which are in use today; nay, we are obliged to admit 
that there is hardly any method yet invented in this kind 
of analysis of which there are not sufficiently distinct traces 
to be discovered in Diophantus. (Euler Opera Omnia 1, II, 
p.429-430, translated by Heath (1910) p. 56) 
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Diophantus' success can be partly explained by his innovations 
in notation, which enabled him to carry out more complex algebraic 
manipulations than his predecessors. He used a symbol for the un­
known, and abbreviations for the arithmetic operations, which were 
sufficient to solve certain polynomial equations and compute with 
complicated fractions. The limitation of his notation is that there 
is only one symbol for an unknown, so problems with several un­
knowns are solved by choosing particular values for all but one of 
them. This is why he restricts himself to particular problems-and 
why the restriction is not severe, as Euler realized. 

The distinctive feature of Diophantus' work is an interest in ra­
tional solutions of equations. In some ways, rational numbers are 
easier to work with than integers, so Diophantus had the advan­
tage of being first into a field his predecessors were not equipped 
to explore. However, he brought to this field exceptional ingenuity 
and insight. His ideas were not fully understood, let alone extended, 
until Fermat reconsidered them in the 17th century. 

Diophantus' subject matter is now called Diophantine equations, 
a rather misleading term that replaces the equally misleading "in­

determinate equations" found in older books. It would be better 
described as finding rational solutions of equations. 'TYpically, the equa­
tions considered have infinitely many solutions (hence the term 
indeterminate) and the challenge is to find the rational solutions, if 
any. Since the time of Fermat, it has been recognized that finding 
integer solutions is an even more challenging problem, and the term 
Diophantine equations is sometimes reserved for the subject with this 
narrower aim. Thday, mathematicians have come to view these sub­
jects geometrically, and they are often described as finding rational 
points on curves and finding integer points on curves. Is this really what 
Diophantus was doing? He did not say so, but his solutions are open 
to both algebraic and geometric interpretations. 

The classic source of Diophantus in English is the translation and 
commentary by Heath (1910). This book is still the most complete 
and informative, and incidentally it's also a superb introduction to 
the number theory of Fermat and Euler. However, Heath views Dio­
phantus purely as an algebraist, and to see the geometric side of the 
story, it is also advisable to read Weil (1984). 
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Several interesting problems are conspicuous by their absence 
from the Arithmetica. Diophantus sometimes skirts around a prob­
lem, answering several questions but not the one that seems most 
central. It looks like he has been stumped, then (like a student 
faced with a similar situation on an exam) decided to tell what he 
knows about something else. He is answering related questions, but 
with extra conditions that make them easier to solve. The missing 
questions were eventually raised by readers of the Arithmetica, par­
ticularly Fermat, and it became clear that new ideas were needed 
to answer them. Fermat claimed solutions, but divulged very few; 
most of the published solutions were by Euler and Lagrange. We 
shall study some of their innovations later, but it is appropriate to 
mention the questions here. 

The first two arise from the study of rational right-angled 
triangles, as we saw in Section 4.7*. 

1. Can the area of a rational right-angled triangle be a square? 
All of Book VI in the Arithmetica is concerned with rational right­
angled triangles. As mentioned in Section 4.7*, Diophantus finds 
examples whose area is a square ± a given number, a square ± 
the sum of the perpendiculars, a square minus the hypotenuse, 
and a square minus the perimeter-virtually everything except a 
square. 

Fermat proved that the latter is impossible, by an argument 
similar to that given in Section 4.7*. 

2. Can the sum of two fourth powers be a square> 
In Book V; Problem 29, Diophantus gave an example of three 
numbers, 144/25, 9 and 16, whose fourth powers sum to a square. 

Fermat asked about the sum of two fourth powers, and showed 
that the answer is no. It is remarkable that the answer comes from 
his proof that the area of a rational right-angled triangle is not a 
square. 

3. Is every positive integer the sum off our squares? 
This question was raised in 1621 by Bachet, whose edition of 
Diophantus was the one used by Fermat. Bachet was prompted 
by Diophantus' Problem 29 of Book IV; which answers a more 
complicated question about sums of squares. 
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Fermat claimed he could prove that every positive integer 
is the sum of four squares, Euler attacked the problem without 
complete success, and the first solution was published by Joseph 
Louis Lagrange in 1770. 

4. Is every prime of the form 4n + 1 the sum of two squares) 
This question arises from Problem 19 of Book III, which is 
discussed further in Section 7.1. 

Fermat claimed a proof in 1640, but the first published proof 
was by Euler in 1749. It was followed by many other proofs, one 
of which is presented in Section 7.6. 

5. Is x = 5, Y = 3 the only positive integer solution ofy 3 = x2 + 2) 
Diophantus gives this solution in Book VI, Problem 17, though 
without claiming it is unique. 

Fermat in 1657 claimed that it was the only positive integer so­
lution, and a remarkable proof was given by Euler (1770). Euler's 
proof (with some necessary slight corrections) is in the exercises 
to Section 7.6. 

Fermat's Last Theorem 

The formula for rational Pythagorean triples credited to Diophantus 
in Section 4.3 is not exactly what he wrote. However, this formula can 
be read between the lines of Problem 8 in Book II of the Arithmetica: 
splitting a square into two squares. Because this problem is im­
portant for other reasons, it is worth studying Diophantus' solution, 
given here in the translation of Heath (1910). 

8. 1b divide a given square number into two squares. 

Given square number 16. 
x2 one of the required squares. Therefore 16 - x 2 must be 

equal to a square. 
Thke a square of the form (mx - 4)2, m being any integer 

and 4 the number which is the square root of 16, e.g. take 
(2x - 4), and equate it to 16 - x2 . 
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Therefore 4x2 - 16x + 16 = 16 - x2 , 

or 5x2 = 16x, and x = 16/5. 
. 2~ 1« The reqUIred squares are therefore 25' """25. 

We see from this why Diophantus seeks rational solutions of 
equations. There are no positive integer squares x2 and y2 that sum 
to 16, so rational solutions are the interesting ones in this problem. 
But why try to express 16 - x2 as a square of the form (mx - 4)2? It 

works algebraically because the constant term in (mx - 4)2 cancels 
the 16, but mx - 4 also has a geometric meaning, which makes the 
solution easier to understand and generalize. 

The pairs of numbers (x, y) such that x2 + y2 = 16 form a circle 
in the (x, y) plane, so Diophantus' problem is equivalent to finding 
rational points on this circle. Because 16 = 42 , there are some obvious 
rational points, for example, x = 0, y = -4. And y = mx - 4 is a line 
through the "obvious" rational point (0,4). Diophantus is simply finding 
the other intersection of this line with the circle, in this case m = 2. 
He could choose any rational value of m and still find the other 
intersection to be rational. 

By implication, Diophantus allows any rational value of m, so 
he can actually find all rational points on the circle, simply because 
the line through any rational point (s, t) and (0, -4) has rational 
slope m = t~4. There is also nothing special about the radius 4. The 
rational points on a circle of any rational radius r can be found by 
multiplying those on the circle of radius 4 by r /4. Thus Diophantus 
has really solved the problem of finding all rational points on a circle 
of rational radius, as we claimed in Section 4.3. 

He has also solved the equivalent problem: to divide a given 
(rational) square into two (rational) squares. It was this solution that 
inspired Fermat to make a note in the margin next to Problem 8 of 
Book II in his copy of Diophantus: 

It is impossible to separate a cube into two cubes, or a bi­
quadrate into two biquadrates, or in general any power higher 
than second into powers of like degree: I have discovered a 
truly marvellous proof of this which however this margin is 
too small to contain. 

More concisely, Fermat's claim is that the equation x" + y" = zl1 has 
no solution in positive integers x, y, z when n is an integer> 2. This 
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became known as Fermat's last theorem, not because Fermat proved 
it, but because it was the last of Fermat's claims to be settled. In 
fact, Fermat was almost certainly mistaken to think he had a proof, 
though he could prove the case of biquadrates (fourth powers), as 
we saw in Section 4.7*. 

Elliptic Curves 

Fermat's last theorem was not proved until 1994, and then only 
through the work of several mathematicians: Gerhardt Frey, Jean­
Pierre Serre, Ken Ribet, Richard Thylor, and especially Andrew Wiles. 
The proof involves some of the most abstract and difficult techniques 
of modern mathematics, but they are used to make a connection be­
tween the nth-degree equation xn + yn = zn and something relatively 
simple: a cubic equation ofthe formy2 = x(x-a)(x- f3). In 1984, Frey 
had the wild idea to suppose (contrary to Fermat's last theorem) that 
there are positive integers a, b, c with an + bn = cn, and to see what 
this implied about the curve with equation y2 = x(x- an) (x + cn). He 
suspected, but could not prove, that the un1ikely numbers an and cn 

would give the curve an unlikely property, known as nonmodulanty. 

Th cut a long story short, Fermat's last theorem was proved by 
showing that a counterexample (a, b, c) to Fermat's last theorem does 
imply nonmodularity (Serre and Ribet), but that nonmodularity is 
impossible for the curves y2 = x(x - a)(x - f3) (Thylor and Wiles). 
Consequently, there is no counterexample to Fermat's last theorem! 
It is way beyond the scope ofthis book to explain what nonmodulanty 
is, but it is worth saying a few words about the cubic curves y2 = 

x(x - a)(x - f3), as they also go back to Diophantus and Fermat. 
There is an important difference between quadratic and higher­

degree curves, as we know from the exercises in Sections 4.3, 4.5, 
and 4.7 *. Any quadratic curve can he parameterized by rational 
functions, but a higher degree curve generally can not. The simplest 
functions that can parameterize the cubic curve y2 := x(x - a)(x - f3) 

when 0 =1= a =1= f3 are called elliptic functions, and for this reason we 
call y2 = x(x - a)(x - f3) an elliptic curve. (The elliptic curves also 
include some fourth-degree curves, such as y2 = 1 + X4. This curve 
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can be parameterized by elliptic functions but, as we know from 
Exercise 4.7.5*, not by rational functions.) 

Despite this, it is not that hard to find rational points on a cubic 
curve X, provided the equation of X has rational coefficients. A 
simple argument, like the one given for quadratic curves in Section 
4.5, shows that a line through two rational points on a cubic X with 
rational coefficients meets X in a third rational point. It is not even 
necessary to find two rational points to get started; one is enough, 
because the tangent at one rational point P effectively "meets X 
twice" at P, and hence its other intersection with X is also rational. 

The algebraic equivalent of the tangent construction was actu­
ally used by Diophantus. In his Problem 18 of Book VI he uses the 
obvious solution x = 0, y = 1 of the equation y2 = x3 - 3x2 + 3x + 1 
to find the nonobvious solution x = 21/4, Y = 71/8, by substituting 
y = 3x/2 + 1. The latter equation represents the tangent at (0, 1). 

Fermat took up Diophantus' tangent method to find rational solu­
tions of cubic equations, and Newton pointed out the related method 
(the "chord construction") of drawing a line through two rational 
points to find a third. Finally, in 1922 Louis Mordell proved that 
these two methods suffice to find all rational points on a cubic curve, 
provided finitely many rational points are given. Mordell's theorem 
is difficult and deeply dependent on elliptic functions; nevertheless 
it shows that elliptic curves are near relatives of quadratic curves 
when it comes to finding rational points. 

For this reason and because they are related to many classical 
problems, elliptic curves have been intensely studied over recent 
decades. The proof of Fermat's last theorem is the most spectacular 
result of this study so far, but others can be expected. The book of 
Koblitz (1985) is an attractive introduction to the subject, organized 
around an ancient problem that is still not solved: which integers 
are the areas of rational right-angled triangles? 



Trigonom.etry 

CHAPTER 

5.1 Angle Measure 

The word trigonometry comes from the Greek for "triangle measure­
ment:' More specifically, it means the study of relationships between 
the size of sides and the size of angles in triangles. Euclid says very 
little about this. He has theorems about equal angIes and the sum 
of angles, and one angle being twice another or simply larger than 
another, but he never actually measures angles. He does not rep­
resent angles by numbers, nor does he represent them by lengths 
or areas. This suggests that angle measure may be a deep concept, 
perhaps beyond the scope of traditional geometry. The Greeks had 
some inkling of this when they tried unsuccessfully to construct the 
area bounded by the unit circle, the problem they called squaring the 
circle. In modern terms, squaring the circle amounts to constructing 
the number lr, which is both the area of the unit circle and half its 
circumference. It is also the natural measure of the straight angle, 
formed by two right angles, so constructing lr is in fact a fundamental 
question about the measurement of angles. 

Probably the only way to understand lr well enough to know 
whether it is constructible is to use advanced caIculus, which is 
beyond the scope of this book. However, we can understand angle 
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FIGURE 5.1 Representing an angle by an arc. 

measure with less; the concept can be made clear with the help 
of analytic geometry and the theory of real numbers developed in 
Chapter 3. We shall also find that this is enough to capture the elusive 
number lT in the form of an infinite sum or product. 

Let us begin with Euclid's idea of angle, as a pair of rays OA 

and OE we call angle AOE. The implication of this notation is that 
OA is the first ray in the angle and OE is the second. But there is 
still the problem of explaining which way to travel from OA to OE­

clockwise or counterclockwise (recall the discussion of orientation 
in Chapter 3). The easiest way out of this problem and several others, 
is to draw a unit circle centered on 0 and to choose one of the arcs 
between the rays to mark the intended angle (Figure 5.1, with the 
chosen arc drawn heavily). 

The measure of the angle AOE can then be defined as the length 

e of the arc AB. We have not yet defined length of arcs, admittedly, 
but this is not hard. The length of any arc between points P and 
Q on the circle may be defined as the least upper bound of the 
length of polygons P1P2 •. ,Pn - 1PI1 joining points P1 ,P2 , ••• PI1 - 1 ,PI1 

that lie in that order on the arc between P and Q (Figure 5.2). As 
implied in the exercises in Section 3.7, this least upper bound exists 
because a polygonjoining points on the circle is shorter than a square 
enclosing the circle, so there is an upper bound to the set of polygonal 

FIGURE 5.2 Arc and polygon. 
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lengths and hence a least upper bound by the completeness of the 
real numbers. 

Finally, we define the number Jr to be the length of a semicircle 
of radius 1. It will be some time before we can give a precise value of 
Jr, but in the meantime we need to know what we are talking about 
when we say that the length of the whole unit circle is 2Jr and the 
like. 

Exercises 

In the early history of Jr, some very rough estimates were used. For 
example, there is a verse in the Bible (Kings 7:23) about a "molten sea, 
ten cubits from the one hrim to the other: it was round all about ... and 
a line of thirty cubits did compass it round about!' If the sea was circular, 
this assumes JT = 3. This value is easily seen to be too small. 

5.l.l. By inscribing a regular hexagon in a circle, show that JT > 3. 

The idea of approximating the circle by polygons dominated the study 
ofJT from the time of Archimedes (around 250 H.C.) until about 1500 A.D. 

Polygons inside and outside the circle were used to narrow the interval 
in which JT was known to lie. 

5.l.2. Use the squares in Figure 5.3 to show that 2v1z < JT < 4 and the 
octagons in Figure 5.3 to show that 4J2 - viz < JT < 8(vIz - 1). 
(The latter approximations give 3.06 < JT < 3.32.:> 

FIGURE 5.3 Approximating the circle by squares and octagons. 
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The first accurate bounds on rr were found by Archimedes, who used 
inner and outer polygons with 96 sides to show that 

10 1 
3- < rr < 3-. 

71 7 

This neat improvement on the school value of 3~ gives the decimal 
estimates 3.140 < rr < 3.143, and hence gives rr correct to two decimal 
places. 

Outer polygons are not needed to define the length of the circle, except 
to ensure that there is an upper bound to the length of polygons inside 
the circle, because the least upper bound of the lengths of inner polygons 
exists by the completeness of the real numbers. However, they are useful 
for finding how close a given inner polygon comes to the circle; it is closer 
to the circle than to any outer polygon. 

5.1.3. Use the triangle inequality to show that any polygon inside the 
circle is shorter than every polygon outside the circle. 

Outer polygons also assure us that it is sensible to define the length 
of the circle as the least upper bound of lengths of inner polygons, be­
cause we can show that the difference in length between inner and outer 
polygons can be made as small as we please. This means it is equivalent 
to use the (equally natural) definition that the length of the circle is the 
greatest lower bound of the lengths of outer polygons. 

Figure 5.4 helps to explain why the difference in length can be made 
as small as we please. It shows a sector of the unit circle, the half-side y 

of an inner polygon, and the half-side y + E of an outer polygon. 

5.1.4. Show that y!£ = 1 - 8. Hence conclude that, by suitable choice of 
8, we can make the ratio of lengths of an inner and outer polygon 
as close to 1 as we please. This implies that the difference between 
their lengths can be made as close to 0 as we please. Why? 

Y Y+E 

1 - 8 8 

FIGURE 5.4 Sides of inner and outer polygons. 
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These inner and outer approximations are analogous to upper and 
lower sets of a Dedekind cut. And like them, they make it easy to define 
the sum of angles. Recall that our purpose in defining arc length on the 
unit circle was to define angle measure. We now want to see whether the 
measure of a sum of angles is the sum of their measures. When angles 
are added by joining them along a common ray, the corresponding arcs 
are joined at a common point. One certainly expects the length of the 
combined arc to be the sum of the lengths of the two pieces, and in fact 
this follows from the definition of arc length as a least upper bound. 

5.1.5. Show the following, for arcs AB, BC, and their combined arc AC: 

• Any polygons drawn inside AB and BC have total length < 

some polygon drawn inside Ae. 

• Any polygon drawn inside AC has length < the sum of the 
lengths of some polygons drawn inside AB and Be. 

• It follows that length(AC) = length(AB) + length(BC). 

5.2 Circular Functions 

We first meet the circular functions sine and cosine at school, as 
ratios of sides of right-angled triangles (Figure 5.5). These ratios 
depend only on the size e of the angle, and not the size of the 
triangle, because of the basic property of straight lines, in fact, by 
the defining property of straight lines in analytic geometry (Section 
3.1): 

a 
cose = -, 

c 

a 

b 
sine = -. 

c 

FIGURE 5.5 Defining cos and sin via a triangle. 
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In this context, cos and sin are called trigonometric functions, 
because they assist in the measurement of triangles. However, this 
definition limits their domain to angles e less than Tr12, which is 
inconvenient for at least two reasons: 

• There are formulas for cos(e+rp) and sinCe +rp) in terms of case, 

cosrp, sine, sinrp, which suggest a meaning for cos(e + rp) and 
sinCe + rp) when e + rp > Tr12 . 

• The functions cos and sin not only give sides of triangles as 
functions of angle, but also amplitude of vibration as a function 
of time or the height of a wave as a function of distance - and the 
time or distance can be any real number. 

This leads us to extend the definition of cos and sin so that they make 
sense for any real number e. It then becomes more appropriate to 
call them circular functions. 

We take the unit circle (Figure 5.6) and view the coordinates x 
and y of any point P on it as functions cos e and sin e of the angle e. 

This gives a meaning to cos e and sin e for all e from 0 to 2Tr, but 
there is no reason to stop there. It is natural to define cos and sin for 
e outside this interval by the equations 

cos(e + 2Tr) = case, 

sinCe + 2Tr) = sin e, 

because increasing e by 2Tr means making a complete circuit, and 
hence returning to the same point P on the circle. Likewise, there is 
no reason to distinguish between "angle e" and "angle e + 2Tr." Any 
two real numbers that differ by 2Tr represent the same angle, so an 

y 

--+---I'----+-x 

FIGURE 5.6 Defining cos and sin 
via the circle. 
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angle is really a set of real numbers of the form 

{e + 2mr : n E ~} = { ... ,e - 4JT, e - 2JT, e, e + 2JT, e + 4JT, ... }, 

obtained by adding all integer multiples of 2JT to e. As in previous 
cases (such as Dedekind cuts), there are advantages to defining a 
mathematical object as a set. We now have no problem defining the 
sum of angles:} the sum of the angle {e + 2nJT : n E Z} and the angle 
{4> + 2nJT : n E ~} is simply the angle {e + 4> + 2nJT : n E ~}. 

When cos and sin are related to the circle in this way, it becomes 
obvious why they are relevant to rotation and vibration. If the point 
P travels around the circle at constant angular velocity, so that e 
measures time as well as angle, then x = cos e and y = sin e measure 
the horizontal and vertical displacements of the uniformly rotating 
point. The x-coordinate of P can be viewed as the position of its 
shadow under a light shining vertically downward, and movement 
of this shadow is the simplest form of vibration. It is called simple 
harmonic motion because such vibration is the basis of musical tones. 

It is also obvious, from the circular interpretation of cos and sin, 
that their graphs have the same shape and that the graph of sin 
lags JT /2 behind the graph of cos. (Figure 5.7 shows y = sin x drawn 
heavily and y = cos x drawn dotted). The shape is known as the sine 
wave. 

y 

----~~----~--~+-----~----~-----x 

FIGURE 5.7 
Graphs of the 
cos and sin 
functions. 

'Note, however, that when we speak of the "angle sum" ofa triangle, quadrilateral, 
and so on, we take the angles to be real numbers between 0 and 2rr, and we use 
the sum of reals. 
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Exercises 

The properties of cos and sin bear out the claim that the concept of 
angle measure lies outside elementary geometry. In fact, cos and sin are 
transcendental functions, which lie outside the realm of algebraic functions 
we have considered so far. In general, a function y(x) is called algebraic if 

p(x, y) = 0 for some polynomial p in the two variables x and y. The graph 
p(x, y) = 0 of an algebraic function is called an algebraic curve. 

For example, y = ~ is an algebraic function of x, because it 
satisfies the equation 

which is ofthe form p(x, y) = 0, with p(x, y) = x2 + y2 - 1. In this case the 
algebraic curve is simply the unit circle. 

The curve y = sin x is not an algebraic curve, and hence sin x is not 
an algebraic function. The reason is that the sine curve meets the line 
y = 0 infinitely often, namely, at the points x = mr for all integers n. An 
algebraic curve p(x, y) = 0, on the other hand, meets the line y = mx + c 
where p(x, mx + c) = 0, which is a polynomial equation whose roots are 
the x-coordinates of the points of intersection. Such an equation cannot 
have infinitely many roots. In fact, a polynomial equation of degree n can 
have at most n roots. The following exercises give one way to see this. 

5.2.l. Check that x" - a" = (x - a)(x,,-l + x"2a + ... + axn- 2 + x"- 1). 

5.2.2. Deduce from Exercise 5.2.1 that if p(x) is polynomial of degree n, 
then 

p(x) - pea) = (x - a)q(x), 

where q(x) is polynomial of degree n - 1. 

5.2.3. Deduce from Exercise 5.2.2 that ifp(x) is a polynomial of degree n > 

0, then pea) cannot be zero for more than n different numbers a. 

Thus cos and sin are examples oftranscendental functions. The same 
is true of any function r that satisfies an equation of the form 

r(x + ct) = rex) for some ct -=j=. 0, 

because its graph meets the horizontal line y = f(ct) for infinitely many 
values of x. We call such a function periodic, with period ct. Many other 
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periodic functions can be built from cos and sin, for example, 

sinx 
tanx =-­

cosx 
and 

cosx 
cotx= --. 

sinx 

The cotangent function, cot, is noteworthy because Euler (1748) 
discovered a formula that "shows" its period, namely, 

1 1 1 1 1 
Jr cot JrX = ... + -- + -- + - + -- + -- + .... 

x-2 x-I x x+l x+2 

5.2.4. Give a geometric reason why cot JrX has period 1. Why does Euler's 
formula show that Jr cot Jr(x + 1) = Jr cot Jrx? 

5.2.5. Euler's formula suggests that cot JrX tends to infinity as x approaches 
any integer value. Give a geometric explanation of this behavior. 

Euler's formula for Jr cot JrX is probably the simplest one can imagine 
that shows periodicity, so there may be a sense in which the cot function 
is more fundamental than cos and sin. In fact, we shall see in Section 5.3 
that either tan or cot may be used as a "primitive" circular function, with 
both cos and sin defined in terms of it. 

Formulas for circular functions are most easily derived using calculus, 
but it takes time to build calculus to the point where it works efficiently. 
Instead, we shall get by with a few limit properties ofthe circular functions, 
the most important of which is: 

sine 
lim-- = 1. 
e-->o e 

This means we can ensure that sin ele is within any given pOSItIVe 
distance (say, c) of I, by choosing e sufficiently small (say, < 8). 

5.2.6. By referring to Figure 5.8 and the definition of angle measure, show 
that 

sin () < () < tan () and hence that 
sin () 

cos() < -- < 1. 
() 

5.2.7. Deduce from Exercise 5.2.6 that lim (sin ())/() = 1 
e-->o 

~wn6 
1 

FIGURE 5.8 Comparing sin, arc, and 
tan. 
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5.3 Addition Formulas 

The functions cos and sin are necessarily complicated, inasmuch 
as they are transcendental, but there are still some simple relations 
between them. For example, because x = cos e and y = sin e are the 
coordinates of a point (x, y) on the circle x2 + y2 = I, we necessarily 
have 

(cose)2 + (sine)L = l. 

We usually write this 

cos2e + sin2 e = I, 

even though the notation cos2 e conflicts with the notation cos- 1 e 
for the inverse cosine. When there is a danger of misunderstanding, 
it is wise to write C cos e)2 for the square of cos e. 

This relation enables us to express either one of cos e or sin e in 
terms of the other, namely, 

cose = Jl - sin2 e and sine = Jl - cos2 e. 

There is a cost, however, because now we have to worry about the 
sign of the square root. As we shall see in the next section, there are 
unambiguous formulas for both cos e and sin e in terms of tan ~. 

After cos2 e + sin2 e = I, the most important relations between 
cos and sin are the so-called addition formulas: 

cos(e + ¢) = cose cos¢ - sine sin¢, 

sinCe + ¢) = sin e cos ¢ + cos e sin ¢. 

We prove just the first of these, because the second is similar (and 
in fact it follows from the first). The proof refers to Figure :J.9. 

Looking first at the right-angled triangle OAC, we see 

OA = cos¢ and AC = sin¢. 

Next, viewing OA and AC as the hypotenuses of the right-angled 
triangles ODA and ABC, respectively, we see 

OD = cose cos¢ and AB = sine sin¢ 
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G 

1 

sine sin¢ 

B A 

¢ 0 E D 

o casCO + ¢) ---
1+------ coso cos ¢ ------

FIGURE 5.9 Constructing the cosine of a sum. 

(the latter because angle AGB = e, because angle OAG = rr/2). This 
finally gives 

cas(e + 41) = OE = OD - AB = case cas41 - sine sin41, 

which is the required result. o 

Exercises 

The addition formula for cosine is useful, but not quite as simple or 
memorable as one would like. The same goes for the addition formula for 
sine. 

5.3.l. Prove the addition formula for sine, sin(O + ¢) = sinO cos¢ + 
cosO sin¢, 
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• by using Figure 5.9, but with appropriate vertical lengths 
instead of horizontal lengths, or 

• by deducing it from the addition formula for cosine, with the 
help of the formulas sina = cos(i - a) and cosa = sin(~ - a). 

By a kind ofmirac1e, these two somewhat complicated formulas arc parts 
of one simple formula. Th state it, we have to use the "imaginary number" 
i = Fl, which will be explained more fully in Chapter 7. For the moment 
it is enough to know that i 2 = -1 and that if a+ifJ = Y +i8 for real numbers 
a, fJ, y, 8 then a = y and fJ = 8. Then the famous de Moivre fomwZa (1 nO) 

is: 

cosC8 + ¢) + i sinC8 + ¢) = (cos 8 + i sin8)(cos ¢ + i sin ¢). 

5.3.2. Verify the de Moivre formula, by multiplying out the right-hand 
side and using the addition formulas for cos and sin. 

The de Moivre formula is so simple, compared with the cosine and 
sine formulas, that it seems that the function cos 8 + i sin 8 is simpler 
than either its "real part" cos 8 or its" imaginary part" sin 8. Indeed, if we 
abbreviate cos 8 + i sin 8 by cis 8, the addition formulas for cos and sin 
unite in the spectacularly simple addition formula for cis: 

cis (8 + ¢) = cis8 . cis8. 

If this reminds you of the exponential function, it should! However, we 
are getting ahead of the story. First, there are some important applications 
of the addition formulas to consider. 

An easy special case is cos 28 = cos2 8 - sin2 8, which can be rewritten 
using cos2 8 + sin2 8 = 1 as cos 28 = 2 cos2 -1 = 1 - 2 sin2 8. 

5.3.3. From cos 28 = 1-2 sin2 8 deduce I-cos 8 = sin2 ~, and hence show 
thatlim(l - cos 8)/8 = 0 with the help of the result lim (sin 8)/8 = 1 

e-->o e-->o 
from Exercise 5.2.7. 

By combining these limit results with the sine addition formula, we 
can find the tangent to the sine wave at any point, which in calculus is 
called "finding the derivative of sin x:' The tangent to any curve at a point 
P, if it exists, is found as the limiting position of a chord between P and a 
point Q =1= P, as Q approaches P. In the case of the sine wave y = sinx, 
we take P = (a, sina), Q = (a + 8, sinCa + 8», and let 8 --+ O. 
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5.3.4. Show that the slope of the chord between P and C~ is 

sin (a + 8) - sina 

8 

sina(cos8 - 1) + cosa sin8 

8 

and deduce that the slope of the tangent at x = a is cos a. 

5.3.5. Similarly use the cosine addition formula to show that the slope of 

the tangent to y = cosx at x = a is - sina. 

The de Moivre formula also makes it easy to find formulas for cos n8 

and sin n8. It is as easy as expanding (cos 8 + i sin 8) 11 . 

5.3.6. By expanding (cos8 + isin8):l, show that 

cos 38 = 4 cos' 8 - 3 cos 8, 

sin 38 = 3 sin 8 - 4 sin' 8. 

5.3.7. Show that cos n8 is a polynomial in cos 8, for any natural number n. 
What is the situation for sin n8? 

These polynomials were discovered by Viete (1579) and were used by 

him to solve certain polynomial equations by circular functions. In 1593 
he won a mathematical contest by noticing that a 45th-degree equation 

posed by his opponent was based on the polynomial for sin 458. 

Another famous discovery ofViete is also based on addition formulas: 
his infinite product 

2 rr rr rr - = cos - cos - cos - ... 
rr 4 8 16 

y'2 ,,/2 + y'2 J'2 -+-J7=2=+=y'2::;;2 

2 2 2 

5.3.8. * Use the sine addition formula to show in turn that 

8 8 
sin 8 = 2 sin - cos - , 

2 2 
sin 8 8 8 8 

----- = cos - cos - ... cos _. 
2" sin(8/211) 2 22 2" ' 

sin8 8 8 8 -- = cos - cos - cos - ... 
8 2 22 23 ' 

and deduce Viete's product by substituting 8 = rr/2. 
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5.4 A Rational Addition Formula 

The addition formulas for cos and sin give the double angle formulas 

cos 2e = COS2 e - sin2 e, 
sin 2e = 2 sin e cos e . 

By rewriting cos 2e we find 

cos2 e - sin2 e 
cos 2e = because cos2 e + sin2 e = 1 

cos2 e + sin2 e 
1 - tan2 e dividing numerator and denominator 
1 + tan2 e ' by cos2 e. 

Similarly, 

e 2 sin e cos e 
sin 2 = because cos2 e + sin2 e = 1 

cos2 e + sin2 e 
2 tan e dividing numerator and denominator 

1 + tan2 e' by cos2 e. 

Finally, replacing e by e/2, we get the half angle formulas expressing 
cos e and sin e rationally in terms of tan ~: 

1 - tan2 !t 
cose = 2, 

1 + tan2 !t 2 

2 tan ~ 
sine = . 

1 + tan2 !t 
2 

This supports our claim from Section 5.2 that the tan function may 
be considered more fundamental than either cos or sin. The surprise 
is that we already know these formulas! They are essentially the for­
mulas used by Diophantus to find rational Pythagorean triples. Look 
again at the diagram we used in Section 4.2 to explain Diophantus' 
construction, and the role of tan ~ becomes clear (Figure 5.10). 

Ifwe take the angle to the point (i~~~, 1~t2) to be () as shown, then 
the line from (-1, 0) to the same point is at angle ~, by the theorem 
that the angle at the circumference is half the angle at the center 
(Section 2.4). It follows that the slope t of the line is tan ~, and the 

coordinates i~:~ and 1~t2 are cos e and sin e, respectively. 
This prompts the thought that we should be able to add angles by 

calculating the corresponding slopes, and hence work with rational 
functions instead of the transcendental functions cos and sin. What 



5.4 A Rational Addition Formula 157 

Y slope = t 

---I""----'---i'----+-- X 
(-1,0) 

FIGURE 5.10 The half angle 
construction. 

we need is the addition formula for tan, which is found as follows: 

sin«(} + .+.) 
tan«(} + ¢) = ---'1'­

cos«(} + ¢) 
sin () cos ¢ + cos () sin ¢ 

cos () cos ¢ - sin () sin ¢ 
tan () + tan ¢ 

1 - tan () tan ¢ , 

dividing numerator and denominator by cos () cos <&. This formula 
gives us what we want: 

Rational addition formula. If the line through (J at angle () has 
slope s and the line at angle ¢ has slope t, then the line at angle () + ¢ 
has slope (s + t)/(l - st). 0 

With this formula, we can finally solve the problem the Baby­
lonians were trying to solve with their table of Pythagorean triples 
(Section 4.1). In effect, they were looking for equally spaced rational 
points on an arc of the unit circle. Any number of them can now be 
found, by starting with a point that has a small angle () and a rational 
slope relative to 0, and finding the points at angles 2(}, 3(}, and so 
on. By the rational addition formula, these points also have rational 
slopes relative to 0, and hence they are rational points. 

For example, suppose we start with the Pythagorean triple 
(24,7,25). This corresponds to the rational point at slope s = 7/24 
and angle () of about 16°. By the addition formula for tan, the point 
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at angle 2(} has slope 

2s 2 x 7/24 
t - -- - ------'-­

- 1 - S2 - 1 - 72 /242 

336 

527' 

and this point corresponds to the Pythagorean triple (527,336,625). 
The point at angle 3(} has slope 

7 336 
s+t 24+527 

u = -- = 7336 
1 - st 1 - 24 527 

7 x 527 + 336 x 24 

24 x 527 - 7 x 336 

11753 

10296' 

and this corresponds to the pythagorean triple (10296, 11753, 15625). 
Clearly the process can be continued indefinitely, or at least until 
the computations become unmanageable. 

We never return to the initial rational point on the circle by 
continuing this process. Hence, it is impossible to improve our so­
lution of the Babylonian problem by subdividing a right angle, say, 
with equally spaced rational points. In fact, it is impossible to divide 
the circle into more than four equal parts by rational points. The 
exercises to Section 5.8* will explain why. 

Exercises 

Having seen how i = -J=T simplifies the addition formulas for cos and sin, 
we would also expect it to help with Pythagorean triples. This expectation 
is fulfilled. When one reflects on the connections between triples, points 
on the unit circle, and angles, the following procedure comes naturally to 
mind: 

• Replace the triple (a, b, c) by the point (a/c, b/c) on the unit circle. 

• Think of the point (a/c, b/c) as (case, sine), which in turn can be 
replaced by the number cos e + i sin e. 

• Given two triples (al,h,cl) and (az,b2,c2), form the corresponding 
numbers aJ/cl + ibJ/Cl and aZ/c2 + ib2/C2. The product a3/cl + ib3/C3 

of the latter numbers yields a new Pythagorean triple (a3, h, C3). 

5.4.1. Show that if (al, b1 , Cl) and (uz, bz , C2) are pythagorean triples, then 
so is their "product" (a3, b3, C3), where a3 and b3 are defined by 



and C3 = Ja~ + b~. 
5.4.2. Show that C3 = CICZ. 
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5.4.3. Show that the (3,4,5) triple has "square" (-7,24,25). 

Conversely, one may "factorize" certain triples into products of sim­
pler triples. Some ofthe triples (a, b, c) in Plimpton 322 "factorize" in this 
sense, though only a minority of them, because c is a prime number for 
most. A "factorization" of (a, b, c) implies that the angle with the rational 
slope b / a is a nontrivial sum of two angles with rational slope. In partic­
ular, if (a, b, c) is a "perfect square" then half its angle also has rational 
slope. 

5.4.4. Show that the triples (119,120,169) and (161,240,289) from 
Plimpton 322 are "perfect squares" in this sense. 

5.4.5. Can you suggest a method of "division" to find a second "factor" of 
a pythagorean triple when one "factor" is known? 

5.4.6. "Factorize" the following triples from Plimpton 322: 

(319,360,481), (1679,2400,2929), (4601,4800,6649). 

5.5* Hilbert's Third Problem 

The rest of this chapter is concerned with a famous problem we 
met in Section 2.7: is it possible to cut a regular tetrahedron into 
finitely many pieces by planes and paste the pieces into a cube? 
As mentioned before, this problem is the main obstacle when we 
attempt to develop a theory of volume using only finite processes. 
Its importance was recognized by Hilbert, and he placed it at num­
ber 3 on the list of problems for 20th century mathematicians he 
announced in Paris in 1900. It was solved a few months later by 
Hilbert's student Max Dehn, with surprisingly simple methods. It is 
certainly the only one of Hilbert's problems whose solution can be 
described in a book such as this, and it happens to be relevant here, 
because trigonometry plays an important role in it. 

Dehn's solution comes from focusing on the dihedral angles of 
a polyhedron, the angles between its faces. If a tetrahedron can be 
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cut up and pasted into a cube, for example, then it looks like we 
have to build right angles (the dihedral angles of a cube) from the 
dihedral angles of a tetrahedron. It is not quite that simple, because 
the cuts can create dihedral angles in the interior, but one feels 
that these "cancel out" in some sense. Later we'll describe precisely 
how one keeps track of dihedral angles as a polyhedron is cut and 
pasted, but the first step is to actually find the dihedral angles of a 
tetrahedron. This is where trigonometry makes its first appearance 
in the problem; we have to measure the triangle ABC in which angle 
ABC is the dihedral angle of the tetrahedron (Figure 5.11). 

It follows from Pythagoras' theorem that AB = BC = -/3/2, and 
this in turn implies BD = 1/-/2. Consequently, if 0( is the dihedral 
angle, 

and therefore 

0( BD 2 
cos- = - = ---

2 AB -/2-/3' 

20( 2x4 1 
cos 0( = 2 cos - - 1 = -- - 1 = -

263 

Thus one of the things we have to understand is the relationship 
between n/2, the dihedral angle of the cube, and the angle whose 
cosine is 113. The keys to this relationship turn out to be the addition 
formula and some basic number theory, as we shall see in Section 

A 

FIGURE 5.11 The dihedral angle of the regular tetrahedron. 
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5.S*. But first we need a better understanding of the behavior of a 
polyhedron under cutting and pasting, so that we can keep track of 
its dihedral angles. 

Exercises 

One of the nice properties of the angles of a polygon is that their sum is 
an integer multiple ofrr, in fact (n - 2)rr, where n is the number of vertices 
(Exercise 2.3.3). The dihedral angles of a polyhedron do not behave so 
nicely. Their sum is an integer multiple of rr for some polyhedra, such as 
the cube, but for others it is not. 

5.5.1. If a is the dihedral angle of the regular tetrahedron, show that 
cos 2a = -7/9 and cos 6a = 329/729. 

5.5.2. Deduce from Exercise 5.5.1 that the dihedral angle sum of a regular 
tetrahedron is not an integer multiple of rr. 

5.6* The Dehn Invariant 

Dehn solved Hilbert's third problem by a stroke of genius. He saw 
that volume is not the only thing conserved by cutting and pasting a 
polyhedron. Another is what might be called its dihedral content, an 
object that encodes the dihedral angles and ties them to the lengths 
of the corresponding edges. 

An edge of length I and dihedral angle a makes a contribution to 
the dihedral content that is written I @ a. The total dihedral content 
of a polyhedron (or a finite set S of polyhedra) is written 

D(S) = 11 @ C¥1 + 12 @ C¥2 + ... + Ik @ a" 
where 11 ,12 , ... ,Ik are the lengths of the edges and aI, C¥2, .•• ,C¥k are 
their respective dihedral angles. Because the grouping or order of 
the length @ angle pairs does not matter, + is an associative and 
commutative operation, and there is no harm in confusing it with 
ordinary addition. 
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However, D(S) is so far just an expression containing some in­
formation about a single finite set S of polyhedra. If D(S) is also to 
describe the various sets S', S", ... obtainable from S by cutting and 
pasting, we shall need rules that transform D(S) into D(S'), D(S"), 
.... These rules are very easy to state: 

10 (a + fJ) = 10 a + I 0 fJ 

(l + m) 0 a = 10 a + m 0 a 

10;rr=O 

(Rule 1) 

(Rule 2) 

(Rule 3) 

Rule 1 tells what to do when a cut is made along an edge, splitting 
its dihedral angle a + fJ into dihedral angles a and fJ (Figure 5.12). 
Conversely, it tells what to do when two dihedral angles are pasted 
into one. 

Rule 2 tells what to do when a cut is made across an edge of 
length 1 + m, splitting it into edges oflengths 1 and m (Figure 5.13). 
Conversely, it tells what to do when two edges are joined end-to-end 
into one. 

Rule 3 tells us that an edge with angle ;rr can be ignored, as it 
should be, because it is not an actual edge. (One such spurious edge 
is produced, as in Figure 5.14, when we cut along an edge with 
dihedral angle ;rr + a, splitting off the dihedral angle a. This creates 

FIGURE 5.12 Why 1181 (a + fJ) = 1181 a + 1181 fJ. 

m 

FIGURE 5.13 Why (I + m) 181 0/ = 1181 a + m 181 0/. 
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FIGURE 5.14 Why 1 ® 7r = O. 

an actual edge in one piece but not in the other, so Z ® (IT + a) is 
replaced by Z ® a.) 

These figures are a little too simple, because they show the edge Z 
perpendicular to the faces at its ends, so the dihedral angle is actually 
the angle visible at the end of I. But even if the dihedral angle is not 
visible, rules I, 2, and 3 correctly express what happens to it under 
cutting and pasting. 

When D(S) is subjected to these rules it is called the Dehn in­
variant, because by definition it remains the same when S is cut or 
pasted. In particular, ifT and Q are equidecomposabZe polyhedra, then 
D(T) = D(Q). 

Example The Dehn invariant of the unit cube is O. 

This Dehn invariant is 12 ® ~, because the cube has 12 edges, 
each oflength 1 and of dihedral angle IT/2. But it follows from Rule 
1 that 

1®-+1®-=1® -+- =l®lT IT IT (IT IT) 
2 2 2 2 ' 

which equals 0 because 1 ® IT = 0 by Rule 3. o 

Rules 1 and 2 are so simple that systems obeying them have a 
name-tensor products-and have been studied in modern algebra. 
A consequence of Rule I, for example, is that Z ® 0= 0, because 

I ® a = Z ® (a + 0) = I ® a + Z ® o. 
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Because of this, Rule 3 should be regarded not as a property 
of the 0 operation but as a property of the set of dihedral angles. 
This set is denoted by IR/JT.L' and, informally speaking, it is what IR 
becomes when we pretend that JT = o. Its members are actually the 
sets { ... ,Ci - 2JT, Ci - JT, Ci, Ci + JT, Ci + 2JT, ... } for each real number 
Ci. IR/JT.L' is very like the set of angles, which in fact is 1R/2JT.L'. For 
angles, we always want 2JT = 0, but with the Dehn invariant we also 
want JT = 0, because an edge with dihedral angle JT is not an edge at 
all. 

The objects 11 0 Cil + 12 0 Ci2 + ... + lk 0 Cik that occur as values 
of the Dehn invariant are today called tensors. The set of them is 
denoted by IR 01R/JT.L' and is called the tensor product oflR and IR/JT.L'. 
Tensor products are normally studied in advanced algebra courses, 
where more sophisticated methods are available. However, we shall 
be able to prove what we need about the Dehn invariant from first 
principles, as Dehn himself did. 

Exercises 

The simpler tensor product IR 0 IR is also related to a decomposition 
problem. Consider a set of rectangles with horizontal and vertical sides, 
and suppose that the rectangles can be cut and pasted along vertical and 
horizontal lines. We represent a single rectangle with horizontal side x 

and vertical side y by the tensor x 0 y and a set of them by a sum of such 
terms. If a vertical cut divides the (XI +xz) 0y rectangle into two, of width 
XI and X2, respectively, then we have the rule 

(Xl + xz) 0 Y = XI 0 Y + Xz 0 y. 

Similarly, a horizontal cut yields the rule 

X 0 (YI + yz) = X 0 Yl + X 0 Y2· 

These rules define the tensor product IR 01R. Thus each member of IR 01R 
may be interpreted as the set of all sums of rectangles that are equivalent 
under vertical and horizontal cut and paste. In particular, if X 0 Y = x' 0 y' 

it means that the rectangle with horizontal side X and vertical side y may 
be converted to the rectangle with horizontal side x' and vertical side y' 

in this way. 
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5.6.l. If X, y, x', y' are rational, and xy = x'y', show that x 18) y = x' 18) y'. 

This prompts the question: are rectangles of equal area always equiv­
alent under vertical and horizontal cut and paste? In particular, can the 
rectangle ,J2 18) 1/,J2 be converted to the unit square 1 18) 1 in this way? We 
shall answer this question in the next section, where it is revealed that 
tensors capture not only equivalence by cutting and pasting, but also the 
relations between rational and irrational numbers. The following exercise 
gives another clue to the role of rational numbers. 

5.6.2. Show that rx 18) y = x 18) ry for any rational r. 

5.7* Additive Functions 

The nearest thing to a tensor IJ 0aJ + 12 lSi 0'2 + ... + lk 0 ak we can 
build in ordinary algebra is a function Id(aJ) + lz!(az) + ... + lkf(ak) , 

where f is a function with the properties 

If (0' + fJ) = If(a) + If(fJ) 

(l + m)f(a) = If(a) + mf(a) 

!(n) = 0 

analogous to Rules I, 2, and 3 for tensors. The second of these prop­
erties is true of all real functions (by the distributive law), so the 
relevant functions f are actually those with fen) = 0 and the property 
!~a + fJ) = f(a) + f(fJ) , called additivity. 

Admittedly, the only additive functions close at hand are the 
functions f(x) = h, and the only one of these with fen) = 0 is the 
constant function O. This does not look promising, but luckily we 
do not need additive functions defined on all of R We only need 
additive functions defined on finite sets of reals, and enough of 
these can be obtained with the help of the following concept. 

Definition A basis ovef Q) for a finite set S of reals is a set 
{fJJ, fJz, ... ,fJn} such that 

1. Each x in S is expressible as x = fJJ fl + fJzf2 + ... + fJnfn for 
some rationals fJ, f2, ... , fn . (We call x a rational combination of 
fJl, fJz, ... ,fJn)' 
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2. The f3J are rationally independent, that is, fh rl + f3zrz + ... + f3nrn = 0 
for rationals rl, rz, ... ,rn only if alII) = o. 

It follows that if {f31, f3z, ... ,f3n} is a basis over Q for S then 

• Each x in S is uniquely expressible in the form x = f31rl + f3zrz + 
... + f3nrn with rationals rl, rz, ... ,rn. Because if 

are two different expressions for x with rational coefficients, we 
have 

with not all the rational coefficients (I) - Sj) zero, contrary to the 
rational independence of f31, f3z, ... ,f3n. 

• The function 

fi(x) = ri, where x = f31rl + f3zrz + ... + f3nrn 

is well defined for all x in S and is additive because 

x' = f31r~ + f3z r; + ... + f3nr~ 
=} x + x' = f3l (rl + r~) + f3z(rz + r;) + ... + f3n(rn + r~) 
=} fi(x + x') = ri + r; = fi(x) + fi(x' ). 

Thus a basis {f3l, f3z, ... ,f3n} over Q gives us functions fi that are not 
only additive but are equal to 1 on f3i and 0 on other basis members. 
Such functions are just what we will need, so we would like a basis 
over Q for each finite set. 

Construction of bases over Q. A finite set of reals has a basis 
over Q. 

Proof Suppose S = {Xl, XZ, ... ,xm } is a finite set of reals. Choose Xl 

as the first basis element f3l. Then look at X2, X3, X4 . .. in turn and 
let f32 be the first Xj that is not a rational multiple of f3l, let f33 be the 
next Xj that is not a rational combination of f3l and f32, and so on. 

I claim that the set {f3l, f3z, ... ,f3n} obtained in this way is ratio­
nally independent. If not, there are rationals rl, rz, ... , rn , not all 
zero, with f31rl + f32rZ + ... + f3nrn = O. But if ri is the last of them 
i- 0 we have f3i = -f3lrdri - f3zr2/ri - ... - f3i-lri-I/ri, contrary to 
the choice of f3i as some Xj that is not a rational combination of the 
previously chosen f3l, f3z, .... 
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Also, each X; in S is a rational combination of f3], 1)2, ... ,f3n, either 
as a chosen basis element or as a rational combination of previ­
ously chosen basis elements. Hence {f3], f32, ... ,f3n} is a basis for S 
over Q. D 

This gives us enough additive functions. Now we use them to link 
rational independence with equidecomposability, in the following 
crucial theorem. 

Rational independence theorem. If a], a2, ... ,ak and If are ra­
tionally independent, I] ® a] + 12 ® a2 + ... + Ik @ ak = 0 only if 

II = Iz = ... = Ik = O. 

Proof By definition of tensors, II ® al + 12 ® az + ... + Ik ® ak = 0 
means II ®al + 12 ®a2 + ... + Ik@ak can be converted to 0 by applying 
the rules 

I ® (a + f3) = I @ a + I @ f3, 

(l + m) ® a = I ® a + m ® a, 

I ® If = O. 

We can similarly convert Id(a]) + 12f(a2) + ... + Ikf(ad to 0 for any 
additive function f with f(lf) = 0, by applying the rules 

If(a + f3) = If(a) + IfCf3), 

(I + m)f(a) = If(a) + mfCa), 

fClf) = 0, 

provided f is defined on the finite set S of angles occurring in the 
proof that II @ a] + 12 ® a2 + ... + Ik ® ak = O. 

Now if aI, az, ... ,ak and If are rationally independent, they can 
be made members of a basis over Q of any finite set containing 
them, such as S. For example, put a], az, ... ,ak and If first on the list 
of members of S, and use the preceding construction. We therefore 
have an additive function [; on S that is 1 on aj and 0 on the other 
members of the basis. 

Because f; is defined on S, that is, on all angles occurring in 
the proof that II ® a1 + " . + Ik ® ak = 0, we can similarly prove 
that 1][;Cal) + ... + Ik[;(ak) = O. But, by definition of fi, the latter 
equation is simply I, = O. And because i is arbitrary, this means that 
I] = lz = ... = Ik = O. D 
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Exercises 

5.7.l. There is a similar but simpler rational independence theorem for 
the tensor product ~ ® ~ discussed in the previous set of exercises. 

5.7.2. Show that ifYl, Y2, ... ,Yk are rationally independent, then Xl ®Yl + 
X2 ® Y2 + ... + Xk ® Yk = 0 in ~ ® ~ only if Xl = X2 = ... = Xk = O. 

5.7.3. Deduce from Exercise 5.7.1 that the rectangle with vertical side,Ji 
and horizontal side 1/,Ji cannot be converted to the unit square 
by vertical and horizontal cut and paste. 

The same idea may be used to show that the ,Ji ® v'3 rectangle cannot 
be converted to the .J6 ® 1 rectangle except by oblique cutting and pasting. 

5.7.3. Show the rational independence of 

• ,Ji and v'3, 

• ,Ji, v'3, and .J6, 

and hence conclude that the ,Ji®v'3 rectangle cannot be converted 
to the .J6 ® 1 rectangle by vertical and horizontal cut and paste. 

5.8* The Thtrahedron and the Cube 

The rational independence theorem tells us that l®a =1= 0 ifl =1= 0 and 
a is rationally independent of Jr, that is, if a is not a rational multiple 
of Jr. Now the Dehn invariant of the regular tetrahedron with unit 
edges is 6 ®a, where cosa = 1/3 by Section 5.5*. We also know that 
the regular tetrahedron is equidecomposable with a cube only if its 
Dehn invariant equals the Dehn invariant of the cube, which is 0 by 
Section 5.6*. 

Putting all this together, it remains to prove that the dihedral 
angle a of the regular tetrahedron is not a rational multiple of Jr. 

This is a pleasant exercise using the addition formula for cosine and 
some elementary number theory. 

Dehn's theorem The regular tetrahedron is not equidecomposable 
with the cube. 
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Proof If a is a rational multiple of JT then na = mJT for some integers 
m and n, in which case cos na = ±1. We shall show that this is 
impossible for any natural number n (which is sufficient, because if 
na = mJT we can take n to be positive by changing the sign of m if 
necessary). In fact, we shall use induction on n to prove the stronger 
statement Sn: 

qn 
cos na = - for some integer qn not divisible by 3. 

3" 

51 is true because cosa = 1/3. Now suppose 51,52 , ... ,5k are all true. 
We prove 5k+ I by means of the identity 

cos(k + l)a + cos(k - l)a = 2 cos ka cos a, 

which comes from adding the two addition formulas 

cos(k + l)a = cos ka cosa - sin ka sina, 

cos(k - l)a = cos ka cos a + sin ka sina. 

The identity says that 

cos(k + l)a = 2 cos ka cosa - cos(k - 1)a, 

and by our induction hypothesis we have integers qk and qk-I, not 
divisible by 3, such that 

qk 
cos ka = 3k and 

Because cos a = 1/3, it follows that 

qk-l 
cos(k - l)a = -~. 

3k- 1 

k _ (2/3)qk _ qk-I _ 2qk - 9qk-1 qk+l 
cos( + l)a - 3k 3k- 1 - 3k+1 3k+1 ' 

where qk+l = 2qk - 9qk-1 is also not divisible by 3 because 9qk-1 is 
and 2qk is not. 

This completes the induction step, and hence cos na #- ±l, for 
all natural numbers n, as required. 0 

Exercises 

The proof of Dehn's theorem can be generalized to show that a rational 
multiple of rr has irrational cosine, except when the angle is one of rr/3, 
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71:12, 71:, or their integer multiples. The proof of this can be broken into 
a few easy stages. The first is to check what happens with 71:13, 71:12, 
and 71:. 

5.8.1. Show that cosna is rational when a = 71:13, 71:12, or 71: and n is an 
integer. Also show that the values of cos na in these cases are 0, 
±1, and ±~. 

Perhaps the fraction ~ = cos 71:13 is an exceptional value of cosa. What 
about fractions of the form s/2t? 

5.8.2. Suppose cosa = uI2", where U is an odd integer and v is an integer 
:::: 2. Show by induction on n that 

Un 
cos na = 1 ' where Un is an odd integer. 

2nv- n+ 

Hence deduce that a is not a rational mUltiple of 71:. 

This disposes of the rational values of cos a whose denominator is a 
power of 2. From now on, we can assume that cosa has a denominator 
divisible by an odd prime p, so cosa = rlpv, where r = sit, sand tare 
integers not divisible by p, and v is an integer:::: 1. 

5.8.3. If cosa = rip", with r and v as just described, show by induction 
on n that 

rn 
cosna= -, pnv 

where rn = snltn, and s" and tn are integers not divisible by p. 
Hence deduce that a is not a rational multiple of 71:. 

These results have interesting implications for Pythagorean triples 
and rational points on the unit circle. The Pythagorean triple (a, b, c) 
represents a triangle whose angle a (between the sides a and c) has 
rational cosine ale. It follows from Exercises 5.8.1, 5.8.2, and 5.8.3 that a 
is not a rational multiple of 71: unless cosa = ±1/2, and in fact this is also 
impossible. 

5.8.4. We cannot have ale = 1/2 in a Pythagorean triple. Why? 

5.8.5. Deduce that division of the unit circle into equal parts by rational 
points is possible only when the number of parts is 2 or 4. 
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5.9 Discussion 

Formulas for rr 
Finding the value of JT, the circumference ofthe circle of diameter I, 
is one of the oldest and most fundamental problems in mathematics. 
Because the circle is the simplest curve, apart from the straight line, 
finding the length of the circle is surely the most obvious question in 
geometry once the basic questions about lines have been answered, 
as they are by the Pythagorean theorem. How surprising, then, that 
finding the length of the circle is nothing like findjng the length of a 
line! 

The Greeks were baffled by the problem and could only find 
approximations such as the one found by Archimedes, 

10 1 
3- < JT < 3-. 

71 7 

The better approximation 355/113 (accurate to six decimal places) 
was found by the Chinese mathematician Zu Ch6ngzhi (429-500 
A.D.) and was later rediscovered in Europe, along with approxi­
mations to more and more decimal places. However, finite rational 
approximations give little insight into the nature of JT, because JT is 
irrational. One would prefer an exact infinite description, provided 
it yields approximations in a uniform and comprehensible way. 

Such a description, infinite yet miraculously simple, was first 
found in India around 1500 A.D. It expresses JT/4 as an infinite sum 
of rational numbers: 

JT 111 
-=1--+---+···. 
435 7 

Like the pythagorean theorem, this formula is one of the universal 
treasures of mathematics, which one might expect to be discovered 
by any advanced civilization. It was rediscovered in Europe around 
1670, with a similar proof. One of its discoverers, Gottfried Wilhelm 
Leibniz, was so enchanted by the simplicity of the formula that he 
declared: "God loves odd numbers!' 

The original discoverer of the formula is not known for cer­
tain: the earliest surviving proof (around 1530) credits NilakaI)tha, 
who flourished around 1500, but a slightly later manuscript by 
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Jyesthadeva credits Madhava (1340-1425). The proof given by 
Jyesthadeva is based on a geometric lemma and a limit calculation 
involving sums of powers of integers. Actually, a more general result 
is proved, which we would call the infinite series for the inverse tan 
function: 

x3 x5 x7 

tan- 1 x = x - - + - - - + .... 
357 

The formula for Jr results by substituting x = I, because tan-II 
Jr/4. A reconstruction of the proof may be found in Katz (1993), 
pp. 452-453. 

The formula was rediscovered in Europe by James Gregory and 
Leibniz around 1670, using calculus. For readers familiar with calcu­
lus, it should be mentioned that the fundamental theorem of calculus 
makes a dramatic simplification in the Indian proof, replacing the 

awkward problem of evaluating 

. 12; + 221 + ... + (n _ 1)2; 
hm . 
n->oo n21+1 

by the integration of X2;, which every beginner in calculus can do. 
Somewhat earlier, before the fundamental theorem of calculus was 
known, Wallis (1655) used some ingenious guesswork to discover an 
expression for Jr as an infinite product: 

Jr 244 6 6 
-=-0-0-.-.- ... 
4 3 3 5 5 7 

This result can be obtained rigorously by the technique ofintegration 
by parts and is now a common exercise in calculus textbooks. Wallis' 
colleague Brouncker managed to transform the infinite product into 
the infinite continued fraction 

4 12 
- = 1 + 32 ' 
Jr 2 + .2 

2+--'-
2+_72_ 

2+. 

and this result was also reported by Wallis (1655). (We'll say more 
about continued fractions in Chapter 8, because they are also of 
great interest in the study of square roots.) 

Brouncker's continued fraction is not ofthe standard type, which 
has all the numerators equal to I, and in fact the standard continued 
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fraction, 

1 
Jr=3+ 1 

7 + 15+ 1 
1+_1_ 

292+ • 

does not have any discernible pattern of denominators. It is 
nevertheless an interesting curiosity that the truncated fraction, 

1 
3 + l' 

7 + 15+1 
1 

is precisely Zu Chongzhi's approximation to Jr, 355/113. The excep­
tional accuracy of this approximation is partly due to stopping just 
before the large denominator 292. 

Euler (1748) linked Brouncker's continued fraction, and hence 
Wallis's infinite product, to the Indian series for Jr/4 by transforming 
the series into the continued fraction. Thus Wallis' product is in 
some sense a rediscovery of the formula 

Jr 111 
4=1- 3+ 5 - 7+"" 

or at least confirmation of its fundamental nature. 
Euler (1748) also found a whole family of formulas for even 

powers of Jr, starting with 

Jr2 1 1 1 1 
6 = 12 + 22 + 32 + 42 + ... 

Jr4 1 1 1 1 
90 = 14 + 24 + 34 + 44 + ... 

Jr6 1 1 1 1 
945 = 16 + 26 + 36 + 46 + .... 

He transformed these into infinite products involving the prime 
numbers, for example, 

Jr2 1 1 1 1 

6 1 - 2-2 1 - 3-2 1 - 7-2 1 - 11-2 

using the wonderful Euler product formula 

1111 1 1 1 1 
-+-+-+-+ ... = . .. . .. 
IS 28 38 48 1 - 2-8 1 - 3-8 1 - 7-8 1 - 11-8 ' 
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which is valid for any s > 1, and is essentially equivalent to unique 
prime factorization. 

(This last remark is supposed to tempt you to look for an expla­
nation of the Euler product formula. You can find it by expanding 
l_~-l as a geometric series 

1 . = 1 + p-s + p-2s + p-3S + .... 
1 - p-s 

Then observe that the product of these series, for all primes p, in­
cludes each term n-s exactly once, because each n > 1 equals exactly 
one product of primes. This formula shows, incidentally, that math­
ematicians were aware of unique prime factorization well before it 
was explicitly stated by Gauss in 1801.) 

Additive Functions and the Axiom of Choice 

The construction of additive functions in Section 5.7* is tailored to 
solve Hilbert's third problem and no more; it sidesteps the awkward 
question: is there a nonconstant additive function f, defined on all oflR, 
such that fen) = 0) However, this is a very interesting question. We 
shall therefore explore it a little further, if only because a yes answer 
could simplify the solution of Hilbert's third problem. 

Suppose thatf(n) = 0 andfis additive, that is, f(ex+f3) = f(ex)+f(f3) 
for all real numbers ex and f3. It follows that f(n/2) = 0 also, because 

0= fen) = f(n/2) + f(n/2) = 2f(n/2). 

It similarly follows that f(n/n) = 0 for any positive integer n, and 
hence 

f(mn/n) = mf(n/n) = 0 

for any integer m. Thus in fact f(m) = 0 for any rational number r. 
But the number rn can be made arbitrarily close to any real number 
we please, by suitable choice of the rational number r. Hence, iff is 
a continuous function, it can only be the constant function O. 

Thus we must certainly give up the idea oflooking for continuous 
additive functions, and we cannot avoid f being zero at all rational 
multiples rn of n. Fortunately, there are many numbers outside this 
set, for example, the nonzero rationals. We can choose f(al) to be any 
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value we like, say, I, when al is not of the form nr for a rational r. The 
value of f(ad determines the value f(r'al) = r'f(al) for any rational 
r', and hence (by additivity again) the value of f(nr + r'al) for any 
pair of rationals r, r'. 

Now there are countably many pairs of rationals (by an argument 
like that used in Section 3.10 to prove there are countably many 
fractions), and hence countably many numbers m: + r'al. Numbers 
exist outside this set, by the uncountability of ~ proved in Section 
3.10, so we are still free to choose the value of f on anyone of 
them, say, a2. This determines the value off on the countably many 
numbers nr + r'al + r"a2 where r, r', and r" are rational, and so on. 
As long as the values on which f is defined do not exhaust ~, we can 
choose a number a on which f is undefined, and give f(a) any value 
we like. 

The trouble is, doing this for infinitely many values aI, az, a3, ... 
will not exhaust ~, precisely because ~ is uncountable. Our intuition 
balks at continuing the sequence of choices to uncountable length, 
and the best we can do is assume that it is possible. This assumption 
(in a more precise form, of course) is called the axiom of choice. 

No matter how we approach the problem of additive functions on 
~, the axiom of choice is needed. For example, we could approach 
the problem as we did for finite additive functions in Section 5.7*, 
by constructing a basis over Q for~. Choose any real fh to be 
the first member of the basis, and more generally let f3n+1 be any 
real that is not one of the countably many rational combinations of 
f3I, f3z, ... ,f3n. The axiom of choice allows us to assume that ~ can 
be exhausted by extending the sequence of choices to uncountable 
length. If so, we then have a basis over Q for ~, and each real number 
x. is a unique rational combination of basis members. 

If f3i is any basis member, it follows as in Section 5.7* that the 
following function f; is additive. 

f;(X.) = coefficient of f3i in the expression for x. 
as a rational combination of basis elements. 

We can therefore use the functions f; as before to solve Hilbert's 
third problem. This argument is more in the mathematical main­
stream, because it is quite usual to assume the existence of bases. 
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On the other hand, one does not want to assume the axiom of choice 
unnecessarily, because it is a dubious axiom. 

In fact, the situation of the axiom of choice is not unlike the situa­
tion of Euclid's parallel axiom before the discovery of non-Euclidean 
geometry. The axiom of choice is not as natural as the other ax­
ioms of set theory, and we know that it can be neither proved nor 
disproved from them. But the axioms of set theory are the most pow­
erful axioms we know to settle mathematical questions; anything 
outside them, such as the axiom of choice, is currently a matter of 
blind faith. From this point of view, it is comforting that Hilbert's 
third problem can be solved without it. 



Finite 

Arithllletic 
CHAPTER 

6.1 Three Examples 

This book began by stressing the role of infinity in mathematics, its 
presence in the concept of number, and the importance of learning 
to live with it. Since then, infinity has appeared in many situations, 
and we have seen many ways to approach and tame it. Still, it is 
remarkable how often we succeed. Even if the world of ideas is 
infinite, as Dedekind believed, there is no doubt that proofs are finite, 
so success with infinity depends on capturing its properties by finite 
methods. Induction is one such method, but there are others. 

Several times we have proved results about all numbers by con­
sidering only a finite set, such as the set of remainders that can occur 
when an integer is divided by 2 or 4. Apparently, the infinitude of 
the set of integers is irrelevant in some problems, and a way to see 
the relevant part is to focus on remainders. If so, the arithmetic of 
remainders deserves further clarification and development. 

In daily life, we know it can be meaningful and useful to do arith­
metic with remainders. For example, we add 3 hours to 11 o'clock 
and get 2 o'clock, the remainder when 11 + 3 is divided by 12. Ad­
dition mod 12, as this is called, is the ideal arithmetic for keeping 
the time of day and is no great mathematical challenge. The plot 
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thickens when we combine addition and multiplication on finite 
sets. The idea not only seems to work, it actually seems capable of 
producing serious results, which are hard to notice or understand in 
the infinite set of natural numbers. 

Example 1. Even and odd. 

In proving that 2n2 =I- m 2 for all integers m and n (Section 1.1) 
we used the facts that even x even = even and odd x odd = odd. 
These facts follow from facts about 0 and 1: that if two integers leave 
remainder 0 on division by 2 then so does their product, and if two in­
tegers leave remainder 1 on division by 2 then so does their product. 
Such facts, and others such as even + even = even and even + odd = 
odd, hint at an "arithmetic of even and odd" that reflects the behavior 
of 0 and 1 as remainders on division by 2. 

Example 2. Sums of two squares. 

In proving that a primitive Pythagorean triple (a, b, c) cannot 
have a and b both odd (Section 4.2, Exercises), we used the fact 
that a square leaves remainder 0 or 1 on division by 4. Because this 
implies that the sum of odd squares leaves remainder 2, the sum of 
odd squares cannot be a square. Again it looks like there is a finite 
arithmetic in the background here, this time an arithmetic of the 
remainders 0, I, 2, 3 on division by 4. 

Example 3. Rational points on x2 + y2 = 3. 

In Section 4.4 we observed that these exist only if there are 
relatively prime integers a, b, and c such that a2 + b2 = 3c2 . We found 
that such integers do not exist by a similar appeal to remainders on 
division by 4: a and b are not both even, so at least one of them 
leaves remainder 1 on division by 4, and so does its square. Hence 
a2 +b2 leaves remainder lor 2, whereas 3c2 leaves remainder 0 or 3. 

These examples seem to be telling us that it is useful to divide the 
integers into finitely many "classes" according to their remainders 
on division by n. Certain things are impossible in the integers merely 
because they are impossible in a suitably chosen set of remainders, 
so a fruitless infinite search through the integers may be avoided by 
looking instead through a finite set. 
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Exercises 

Our ordinary base 10 system of numerals is quite convenient for finding 
remainders on division by 2,4,8, .... Tb find the remainder of any number 
on division by 2, take the remainder of its last digit; to find the remainder 
on division by 4, take the remainder of its last two digits, treating them 
as a two-digit number, and so on. 

6.1.1. Show that the remainder on division by 8 can be found as the 
remainder of the last three digits, regarded as a three-digit number. 

6.1.2. Explain why the last n digits suffice to find the remainder of any 
number on division by 2". 

Another problem that can be settled by looking at remainders is Exer­
cise 4.6.5*. A related problem is the following property of sums of three 
squares. 

6.1.3. If x, y, and z are integers, show that X2 + y2 + Z2 leaves remainder 
0,1,2,3,4,5, or 6 on division by 8. 

6.1.4. Deduce from Exercise 6.1.3 that a number of the form 8n + 7, for 
any integer n, is not a sum of three squares. 

Thus there are infinitely many natural numbers that are not sums of 
three squares. However, every natural number is a sum of four squares, 
by a famous theorem of Lagrange (1770). A few years later, Legendre 
found that the natural numbers that are not sums of three squares are 
those of the form 4111 (8n + 7). Sums of two squares are also interesting, and 
we shall say more about them in this chapter and the next. The first thing 
to know about them is the following, which can be proved by considering 
remainders on division by 4. 

6.1.5. Show that an integer of the form 4n+ 3 is not a sum of two squares. 

6.2 Arithmetic mod n 

The arithmetic ofremainders on division by n was first made precise 
by Gauss in his famous book the Disquisitiones AYithmeticae ofl80l. 
Gauss based this arithmetic on the idea of congwence mod n, for 
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which he introduced the notation 

a == b (mod n). 

This expression is read "a is congruent to b modulo (or simply mod) 
n" and it means that a and b leave the same remainder on division 
by n. Putting it more concisely, a == b (mod n) means that n divides 
a-b. The natural number n is called the modulus. 

It is sometimes convenient to use the notation a mod n for the 
remainder when a is divided by n. Then the congruence a == b (mod 
n) can be written as the ordinary equation a mod n = b mod n. 

We are already familiar with the concept of congruence when 
the modulus n = 2. It is just another way to describe the even and 
odd numbers. The even numbers are those congruent to 0 (mod 2), 
and the odd numbers are those congruent to 1 (mod 2). 

Numbers that are congruent mod n are interchangeable in some 
remainder calculations. For example, it is valid to say things like 
"odd + even = odd," "odd - even = odd," and "odd x even = even" 
because adding, subtracting, or multiplying any odd number and any 
even number gives a result with the same remainder on division 
by 2. The situation is similar with any modulus n in place of 2: 
numbers that are congruent mod n are arithmetically equivalent in 
the sense that they produce the same results in sums, differences, 
and products. 

Arithmetic equivalence mod n. If al == a2 (mod n) and b] == b2 
(mod n), then 

a] + b] == a2 + b2 (mod n) 

a] - b] == a2 - b2 (mod n) 

alb] == a 2 b2 (mod n). 

Proof Because c == d (mod n) means n divides c - d, the two given 
congruences can be translated into statements about divisibility. 
Manipulating them slightly and translating back gives the three re­
quired congruences quite easily, especially the first two. The first 
goes like this: 

a] == a2 (mod n) and b] == b2 (mod n) 

=> n divides a] - a2 and n divides bI - b2 
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::::} n divides (al - az) + Ch - bz) 

::::} n divides Cal + bd - Ca2 + b2 ) 

::::} al + h == a2 + b2 (mod n). 

The second is the same, except for suitable replacement of + signs 
by - signs. 

For the third, the expression we want n to divide, namely, 
albl - a2b2, must be written in terms of the expressions we know 
are divisible by n, namely al - az and b l - bz. Some experimentation 
gives 

al b l - a2b2 = al (bl - bz) + bZ(al - az), 

so a proof of the third congruence is: 

a1 == b1 (mod n) and a2 == bz (mod n) 

::::} n divides al - az and n divides b l - bz 

::::} n divides al (b l - bz) + bz Ca1 - az) 

::::} n divides a1 b l - azhz 

::::} a l b1 == a2bZ (mod n). 
D 

The arithmetic equivalence of congruent numbers means that 
some common manipulations with equations are also valid for 
congruences. 

1. We can add them: if al == az (mod n) and b l == hz (mod n) then 
al + b1 == a2 + bz (mod n). 

2. We can subtract them: if al == a2 (mod n) and b l == hz (mod n) 
then al - b l == a2 - bz (mod n). 

3. We can multiply them: if al == a2 (mod n) and h == bz (mod n) 

then albl == azbz (mod n). 

Exercises 

An old rule of arithmetic, called casting out nines, has a nice explanation 
in terms of arithmetic mod 9. The rule says that a number is divisible 
by 9 if the sum of its (base 10) digits is divisible by 9. For example, 774 is 
divisible by 9 because 7 + 7 + 4 = 18 is divisible by 9. 
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6.2.l. AM radio frequencies in Melbourne are 621, 693, 774, 855, 927, 
1116, 1224, 1278, 1377, 1422, 1503, 1593 (kHz). What do you notice 
about these numbers? 

Casting out nines is easily understood when one recalls how base 10 
numerals are built from their digits and powers of 10. 

6.2.2. A base 10 numeral akak-1 ... a1aO stands for ak10k + ak_110k-1 + 
... + a110 + ao. Explain. 

6.2.3. Notice that 10 == 1 (mod 9), and hence 

10 x 10 == 1 x 1 (mod 9), ... , 10k == 1 k (mod 9). 

Deduce from Exercise 6.2.2 that 

akak-1 ... a1aO == ak + ak-1 + ... + a1 + ao (mod 9). 

Thus akak-1 ... a1 ao is divisible by 9 if and only if ak + ak-1 + ... + a1 + ao 

is; in fact they both have the same remainder on division by 9. 

6.2.4. Notice also that 10 == 1 (mod 3), and hence show similarly that 

akak-l ... a1aO == ak + ak-1 + ... + a1 + ao (mod 3). 

This gives a test for divisibility by 3 by "casting out threes." The next 
simplest is a test for divisibility by 11. Here again one needs to sum the 
digits, but now taken with alternate + and - signs. For example, 11 divides 
16577, because 11 divides 1 - 6 + 5 - 7 + 7 = O. 

6.2.5. Use the fact that 10 == -1 (mod 11) to show that 

akak-1 ... a1aO == (-l)kak + (-1)k-1 ak_1 + ... - a1 + ao (mod 11). 

Of course it is easy to find powers of 10 when 10 is congruent to 1 or 
-1. But in fact powers of any number are quite easy to evaluate, modulo 
any n. We need work only with remainders, and therefore we only need 
to multiply numbers < n. Also, large powers can be reached quickly by 
squaring wherever possible. 

For example, to find large powers of 3, mod 19, we evaluate 
32 ,34, 38 , 316 , ••• in succession by repeatedly finding the remainder on 
division by 19 and squaring it. The first step that involves a genuine re­
mainder is where 34 = 81 == 5 (mod 19), and therefore 38 == 52 == 25 == 6 
(mod 19). When enough powers 32, 34 , 38 , 316 , ... have been found, other 
powers can be found as products of them. For example, 3100 = 36433234 

because 100 = 64 + 32 + 4. 
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6.2.6. Find 316,332 , and 364 mod 19, and show 3100 == 16 (mod 19). 

6.2.7. * The method of repeated squaring depends on the fact that every 
natural number is a sum of powers of 2. Explain the dependence, 
and explain why the fact is true. 
(Hint: Subtract the largest power of 2 and use descent.) 

6.3 The Ring 7Ljn7L 

The numbers congruent to a given integer a modulo n form the set 

{a + nk: k E Z} = { ... ,a - 2n, a - n, a, a + n, a + 2n, ... }. 

We call this set the congruence class of a, mod n, and denote it by 
a + nZ for short. In particular, the set of all multiples of n, 

nZ = {nk : k E Z} = { ... ,-2n, -n, 0, n, 2n, ... }, 

is the congruence class of O. There are n different congruence 
classes, one for each remainder on division by n. 

For example, there are two congruence classes mod 2: 

2Z = {2k : k E Z} = {even integers} 

and 

1 + 2Z = {I + 2k : k E Z} = {odd integers}. 

We can now give a precise meaning to equations such as "odd + 
even = odd," "odd - even = odd" and "odd x even = even" by 
defining the sum, difference, and product of congruence classes. 

For any modulus, the definitions say that 

(class of a) + (class of b) = class of (a + b) 

(class of a) - (class of b) = class of (a - b) 

(class of a) x (class of b) = class of ab 

or, in the notation we have just introduced, 

(a + nZ) + (b + nZ) = (a + b) + nZ 

(a + nZ) - (b + nZ) = (a - b) + nZ 

(a + nZ) x (b + nZ) = ab + nZ. 
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The first of these should be compared with the very similar defini­
tion of the sum of angles in Section 5.2. There, and here, the class 
of a plus the class of b is the class of a + b. 

1b be careful, we should check that the class of a+b is well defined, 
that it does not depend on the numbers we choose to represent the 
class of a and the class of b. Suppose on one occasion we take al 
from the first class and b l from the second and we form the class of 
al + b l . If, on another occasion we take az from the first class and bz 
from the second and we form the class of az + bz, is this the same as 
the class of al + bl ? Yes! In fact, this is precisely the first property 
of arithmetic equivalence, proved in the previous section: if al == az 

(mod n) and bl == bz (mod n), then al + b l == az + bz (mod n). 
Similarly, the difference and product of congruence classes 

are well defined by the second and third properties of arithmetic 
equivalence. 

We use the symbols +, -, and x (or juxtaposition) for sum, 
difference, and product of congruence classes because they have 
the same properties as ordinary +, -, and x. In fact, all the ring 
properties of +, -, and x on 7L (Section 1.4) are "inherited" by the 
operations on congruence classes. 

Here is how the + on congruence classes inherits commutativity 
from ordinary + on 7L: 

(a + n7L) + (b + n7L) = (a + b) + n7L 

by definition of + for congruence classes 

= (b + a) + n7L 

by commutativity of + for 7L 

= (b + n7L) + (a + n7L) 

by definition of + for congruence classes. 

It is equally easy to check that all the ring properties of 7L are inher­
ited by congruence classes; hence the set of congruence classes mod 
n is a ring. We denote this ring by 7Ljn7L. Informally speaking, 7Ljn7L 
is what 7L becomes when we pretend that n = o. 

Putting it a little more formally, 7Ljn7L is what 7L looks like when 
we focus on remainders mod n. Arithmetic equivalence mod n allows 
us to ignore all mUltiples of n and consistently replace each integer 
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by its remainder. As we saw at the beginning of this chapter, this 
is often the way to avoid being confused by the irrelevant vastness 
of l". 

Exercises 

The question whether an operation is well defined actually arises in 
around fifth grade, though you were probably not asked to worry about it 
then. The product of fractions is defined by 

a c ac 
b x d = bd' 

but what we really want is the product of rational numbers, and a rational 
number is an infinite set of fractions. For example, what we call the 
"rational number !" is really the set 

{ I -1 2 -2 3 -3 } 
2' -2' 4' -4' 6' -6'''' 

of fractions k/2k for all nonzero integers k. 1b make sure the product of 
rationals is well defined, we have to check that the fractions ka/kb and 
1c/1d give the same product rational for any nonzero integers k and 1, and 
of course they do. 

6.3.l. Check that the sum of fractions ~ + ~ = ad/}dbc is well defined for 
rationals. 

6.3.2. Also check that ~!~ is not a well-defined "sum" of ~ and ~. 

Inheritance of ring properties from l" implies that if an equation in­
volving +, -, and x has a solution x, y, ... in l" then it has a solution in 
any l"/nl". In fact, the solution in l"/nl" comes from replacing x, y, ... by 
their congruence classes mod n. This sometimes enables us to prove that 
an equation has no solution in 7L by showing that it has no solution in a 
suitably chosen 7L/n7L. This is the basis of the idea, described in Section 
6.1, that certain things are impossible in the integers merely because they 
are impossible in a certain set of remainders. 

For example, if the equation x2 + y2 = 4n + 3 has a solution in 7L 
then it has a solution in 7L/47L, where it becomes x2 + y2 = 3, because 
4n + 3 == 3 (mod 4). But we can see whether the equation x2 + y2 = 3 has 
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any solutions in 7L/47L simply by trying the four possible values 0, I, 2, 

and 3 for x and y. 

6.3.3. Tty this, and compare what happens with your previous solution 
(to Exercise 6.l.5) in terms of remainders. 

There are some similar theorems about numbers of the form x2 + 
2y2 and x2 + 3y2, and their possible remainders on division by 8 and 3, 
respectively. 

6.3.4. Show that the equation x2 + 2y2 = 8n + 5 has no integer solution by 
considering it in 7L/87L. Discuss what happens with other numbers 
in place of 5. 

6.3.5. Show that the equation x2 + 3y2 = 3n + 2 has no integer solution. 

6.4 Inverses mod n 

We have not said anything about division mod n so far, with good 
reason: it doesn't always work. In particular, if 

ab == ac (mod n) and a =1= 0 (mod n) 

it is not necessarily true that b == c (mod n). An example is 

2 x 1 == 2 x 3 == 2 (mod 4) but 1 =1= 3 (mod 4). 

The reason that division by 2 does not work, mod 4, is that 2 does 
not have an inverse mod 4. There is no number m such that 2m == 1 
(mod 4), as can be seen by trying m = 1,2,3. The numbers 1 and 3 
do have inverses mod 4. In fact each is its own inverse: 1 x 1 == 1 
(mod 4) and 3 x 3 = 9 == 1 (mod 4). This means that division by 1 
and 3 are valid mod 4. For example, from 

3 x b == 3 x c (mod 4) 

we can conclude that 

3 x 3 x b == 3 x 3 x c (mod 4), 

multiplying both sides by 3. This is the same as 
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b == c (mod 4) 

because 3 x 3 == 1 (mod 4). 
In general, division by a in mod n arithmetic is possible precisely 

when a has an inverse mod n, a number m such that am == 1 (mod n). 
It is therefore a question of knowing which numbers have inverses 
mod n, and this question has a very neat answer. 

Criterion for inverses mod n. The number a has an inverse mod 
n if and only ifgcd(a, n) = 1. 

Proof To show this proof concisely, we use the symbol {:} for "if and 
only if." 

a has an inverse mod n {:} am == 1 (mod n) for some integer m 

{:} n divides am - 1 

{:} am + nl = 1 for some integers I and m 

{:} gcd(a, n) = 1. 

The last {:} follows from the results about the gcd in Section 1.5. 

am + nl = 1 => gcd(a, n) = 1 

because any divisor of a and n divides the left hand side, and hence 
divides 1; 

gcd(a, n) = 1 => am + nl = 1 for some integers I and m 

because gcd(a, n) = am + nl for integers I and m. D 

This criterion gives a more general explanation why 2 has no 
inverse in arithmetic mod 4. It cannot have an inverse because 
gcd(2,4) = 2. We also see that nonzero numbers without inverses will 
occur for any nonprime modulus n. 

But if we have a prime modulus p the condition a t 0 (mod 
p) means gcd(a,p) = I, because the only numbers having a larger 
common divisor with p are the multiples of p, that is, the numbers 
== 0 (mod p). Translating this into the language of congruence classes, 
as in the previous section, we find: in the ring 7l.jp71., ror prime P, every 
nonzero element has an inverse. Now recall from Section 1.4 that a ring 
in which every nonzero element has an inverse is a field, and we 
can conclude that 7l.jp71. is a field. 
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This means that some familiar arguments about numbers can 
also be applied to 7L/p7L. For example, in ordinary algebra we have a 
theorem that at most n different numbers can satisfy a polynomial 
equation of degree n (Exercise 5.2.3). Applying the same argument 
to 7L/p7L gives the following. 

Lagrange's polynomial theorem. If P(x) is a polynomial of degree 
n, then the congruence P(x) == 0 (mod p) has at most n solutions mod p. 

(as can be checked by multiplying out the right-hand side), it follows 
that (x - a) is a factor of 

Thus 

P(x)-P(a) = (x-a)Q(x) for some polynomial Q(x) of degree n - 1. 

Then if pea) == 0 (mod p) we have 

P(x) == (x - a)Q(x) (mod p). 

If also P(b) == 0 (mod p) for some b oj. a (mod p), we have 

o == P(b) == (b - a)Q(b) (mod p). 

Multiplying both sides of this by the inverse of b - a mod p gives 

Q(b) == 0 (mod p), 

which similarly implies 

Q(x) == (x - b)R(x) (mod p) for some polynomial R(x) 
of degree n - 2. 

Thus the degree ofthe quotient polynomial falls by 1 for each distinct 
solution of P(x) == 0 (mod p), and hence the latter congruence has at 
most n different solutions (mod p). D 
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Exercises 

The proof of the criterion for inverses shows them connected to the gcd 
via the fact that gcd(a, n) = ma + In for integers I and tn. We know from 
Section 1.5 that an efficient way to find such integers is by the Euclidean 
algorithm. Thus the Euclidean algorithm is also ideal for finding inverses 
mod n. 1b find an inverse m of a, mod n, find gcd(a, n) as an explicit 
linear combination of a and n, and the answer ma + nl contains the 
desired inverse m. 

6.4.1. Find an inverse of 13, mod 31, by this method. 

The efficiency of the Euclidean algorithm makes it feasible to find 
inverses for very large numbers and moduli, say, with hundreds of digits. 
A more difficult computational problem is finding how many numbers 
have inverses, for a given modulus n. By the criterion for inverses, the 
problem is to find how many of the numbers 1,2,3, ... ,n - 1 have gcd 
1 with n. The number of them is denoted by <p(n), and <p is called the 
Euler phi function. The problem of computing <pen) is at least as hard as 
recognizing whether n is prime, for the following simple reason. 

6.4.2. Show that <pen) = n - 1 if and only if n is prime. 

If 11 is known to be prime or a prime power, then <p(n) is easier to 

compute. 

6.4.3. If P is prime, show that the number of multiples of p among 
1,2,3, ... ,ph - 1 is pk-I - I, and deduce that <p(]l) = pk-I (p - 1). 

6.4.4. Check this formula by finding <p(27) from first principles. 

Finally, if the full prime factorization of n is known, <pen) can be 
computed using the fact that <p(rs) = <p(r)<p(s) when gcdlr, s) = 1. This fact 
can be proved by elementary methods, but it falls more naturally out of 
the Chinese remainder theorem, which will be discussed in Section 6.6. 

So far we have been saying al1 inverse, but in 7l.jn71. we can say the 
inverse, because a number with an inverse has only one congruence class 
of them. 

6.4.5. If amI 1 (mod 11) and am2 1 (mod 11) show that ml - m2 

(mod n). 

Another important theorem about polynomials mod p is the "mod p 
binomial theorem" (l + x)l' == 1 + xP (mod p). First recall the ordinary 
binomial theorem. 
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6.4.6. Show by induction on n that 

(1 + x)" = 1 + G) x + ... + (n: 1) xn - 1 + x", 

where (7) = n("j0~;;(n;~+I) is the number of ways of choosing j 

things from n things. 

6.4.7. Show that p divides C') for 1 '2 j '2 n - 1, and hence conclude that 

(l +x)P == 1 + xl' (modp). 

6.5 The Theorems of Fermat and Wilson 

Suppose a is any positive integer and we form the sequence of its 
powers: a, a2 , a3 , .... If we reduce these powers to their values mod 
p, then some value must eventually repeat, because there are only p 
different values available. 1hals with actual values of a and p suggest 
that the sequence of powers am mod p is actually periodic, and that 
it always includes the number 1. 

For example, the sequence of powers of 2, mod 5, is 

2,4,3,1,2,4,3,1,2,4,3,1, ... , 

which strongly suggests that the sequence has period 2, 4, 3, l. 

Indeed it must, because the first 1 shows that 24 == 1 (mod 5), in 
which case 25 == 21 ,26 == 22,27 == 23 , and so on, (mod 5). 

It is clear from this example that the behavior of powers in arith­
metic mod p depends on whether there is a power congruent to 1. 

Fermat's little theorem tells us that such a power always occurs. It is 
called Fermat's "little" theorem to distinguish it from the much more 
difficult IiFermat's last theorem." However, it deserves a place of its 
own, for both its elegance and historical importance. 

Fermat's little theorem. If p is prime and gcd(a,p) 
aP- 1 == 1 (mod p). 

1, then 

Proof The condition gcd(a,P) = 1 says that a has an inverse mod P, 

by the criterion for inverses. The numbers 1,2, ... IP - 1 also have 
inverses mod p, because p is prime. 



6.5 The Theorems of Fermat and Wilson 191 

Now consider the remainders of a, 2a, ... , Cp - l)a on division 
byp: 

a modp, 2a modp, ••• I Cp - l)a mod p. 

These remainders are the numbers I, 2, ... ,p-l again (in a different 
order), because they are nonzero and unequal (modp):ja == ka (mod 
p) implies j == k (mod p), multiplying both sides by the inverse of a. 
It follows that 

a x 2a x ... x Cp - l)a == 1 x 2 x ... x Cp -1) (modp), 

that is, 

aP - 1 x 1 x 2 x··· x Cp -1) == 1 x 2 x··· x Cp -1) (modp), 

and therefore 

aP- 1 == 1 (mod p), 

multiplying both sides by the inverses of I, 2, ... ,p - 1. D 

Fermat's little theorem is proved by equating two different ex­
pressions for 1 x 2 x 3 x ... x Cp -1). The actual value of this product, 
mod p, can be found by pairing factors with their inverses. The result 
is known as Wilson's theorem, and the following proof was given by 
Gauss (1801). 

Wilson's theorem. If p is prime, then 

lx2x3x· .. xCp-1)==-1 (modp). 

Proof Before pairing factors with their inverses, we have to weed 
out the factors that are inverse to themselves. One such factor is 
obviously I, and another is -1 (which is P - I, mod p). Tb see 
that these are the only self-inverse factors, mod p, we note that 
self-inverse numbers x satisfy the quadratic equation mod p: 

x2 == 1 (mod p). 

By Lagrange's polynomial theorem (Section 6.4) this equation has at 
most two solutions; hence x == 1 (mod p) and x == -1 (mod p) are 
the only ones. 

Thus the factors of 1 x 2 x 3 x ... x (p - 1) include exactly two 
that are self-inverse, 1 and p - 1. Canceling the remaining inverse 



192 6. Finite Arithmetic 

pairs leaves 

1 x 2 x 3 x ... x (p - 1) == 1 x (p - 1) == -1 (mod p), 

as required. 0 

This theorem has a striking and unexpected corollary. 

Wilson's primality criterion. A natural number n is prime if and 
only if 

1 x 2 x 3 x ... x (n - 1) == -1 (mod n). 

Proof As we have just seen, ifn is prime then 1 x 2 x 3 x··· x (n-I) == 
-1 (mod n). 

Conversely, if n is not prime then the numbers 2,3, ... , n - 1 
include a divisor d of n, and they also include n/ d. But then 1 x 2 x 
3 x ... x (n - 1) is a multiple of n and hence 

1 x 2 x 3 x ... x (n - 1) == 0 "¥= -1 (mod n). o 

It is extremely surprising to find such a simply stated criterion for 
n to be prime, but unfortunately the criterion seems to have no 
practical value. When n is large enough for its primality to be worth 
asking about, it is also large enough to make 1 x 2 x 3 x ... x (n -1) 

impossible to compute. 

Exercises 

Fermat discovered his little theorem in around 1640. As mentioned in 
Section 1.6, he was looking for a way to find factors of numbers of the 
form ZP - 1. His theorem can detect such factors with surprising ease, if 
they exist. 

6.5.1. Suppose a prime q > p divides ZP - I, so ZP == 1 (mod q). Show the 
following, in turn, using Fermat's little theorem for the third step: 

• If Za == 1 (mod q) and Zb == 1 (mod q) with a> b then Za-b == 1 (mod 
q). 

• If Za == 1 (mod q) and Zb == 1 (mod q) then zgcd(a,b) == 1 (mod q). 
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• If 2P == 1 (mod q) for a prime p, then p divides q - 1. 

• q is of the form kp + 1 for some integer k. 

The first number on Fermat's hit list was 237 - 1. According to Exercise 

6.5.1, any prime divisor> 37 must be one of 37 + 1, 2 x 37 + 1, 3 x 37 + 1, 

.... The first prime in this sequence is 6 x 31 + 1 = 223 and ... bingo! 

6.5.2. Check that 223 divides 2~7 - 1. 

If the prime q divides 2n - 1 and n is not prime, then n does not 
necessarily divide q - 1. 

6.5.3. Find an n such that 31 divides 2 n - 1 but n does not divide 30. 

However, if m is the least positive exponent such that the prime q 
divides 2m - 1 it is true that m divides q - 1. 

6.5.4. If m is the least positive exponent such that 2m ,= 1 (mod q), show 

that m divides any positive n such that 2n == 1 (mod q) (in particular, 
m divides the exponent q - 1 given by Fermat's little theorem). 

This fact greatly shortens the search for divisors of the Fermat number 
22' + 1 = 232 + 1. Any prime divisor q of 232 + 1 also div:ldes (232 + 1) (2 32 -

1) = 264 - 1, and 64 is the least m such that q divides 2m - 1, for the 

following reason. 

6.5.5. Show that the least positive m such that 2m == 1 (mod q) is a divisor 

of 64. Conclude, using the fact that 232 == -1 (mod q), that m = 64. 

6.5.6. Deduce from Exercise 6.5.5 that any prime divisor of 22 ' + 1 is of 
the form 64k + 1. 

If Fermat had followed his own train of thought this far he would not 

have made the mistake of thinking that all the numbers 22h + 1 are prime. 

In fact, this is precisely how Euler discovered the divisor 641 of 22 ' + l. 
Wilson's theorem was first published without proof, in a book by 

Edward Waring in 1770. The first proof was given by Lagrange in 1771, 
and he also used it to find the primes p for which -1 is a square, mod p. 

6.5.7. Ifp = 2, then -1 is certainly a square modp. Why? 

6.5.8. If P = 4n + 3, use congruences mod 4 to show that -1 is not a 
square mod p. 
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The most challenging case is where p = 4n + 1, in which case Wilson's 
theorem is helpful, combined with the fact that 1 x 2 x ... x (p - 1) = 
1 x 2 x ... X 411. 

6.5.9. Show that 1 x 2 x ... x 4n == (l x 2 x ... x 2n)L (mod 4n + 1), and 
hence conclude from Wilson's theorem that -1 == (1 x 2 x ... x 
2n)L (mod p) when p = 411 + 1 is prime. 

6.6 The Chinese Remainder Theorem 

The behavior of numbers mod n is quite complicated when n is 
not prime. As we have seen, there are nonzero numbers without 
inverses, and finding all the numbers with inverses is tied up with 
the hard problem of computing cp(n). Some relief from this situation 
is obtained by "factorizing" the ring 7!..jn7!.. into smaller and simpler 
rings. The germ of this idea was discovered by Chinese mathemati­
cians around 300 A.D., and various generalizations of it are now 
called the Chinese remainder theorem. 

The theorem grows out of the discovery that a number can be 
known modulo 1m if it is known modulo 1 and m. For example, the 
number 25 is completely determined, mod 77, by the two remainders 
25 mod 7 = 4 and 25 mod 11 = 3. The reason no other number < 77 
gives these remainders is that all 77 pairs of remainders occur, so there 
is exactly one pair for each of the numbers 0,1,2,3, ... ,76. This is 
proved by an algorithm that actually obtains the natural number x 
with a given pair of remainders. Th do this, the Chinese used what 
they called the method of finding 1. 

The method (in its basic form) assumes we have a relatively 
prime pair 1 and m, so that gcd(l, m) = 1, and the Euclidean algorithm 
can be used to express 1 as a linear combination of 1 and m. 

Example. Th obtain x with x mod 7 = 4 and x mod 11 = 2. 

• First express 1 = gcd(ll, 7) as a linear combination of 11 and 7, 
say, 

1 = 2 x 11 - 3 x 7. 
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• Then express 4 and 2 as multiples of this combination: 

4 = 8 x 11 - 12 x 7 and 2 = 4 x 11 - 6 x 7. 

• This gives 4 and 2 as remainders on division by 7 and 11, 
respectively, 

4 = 8 x 11 mod 7 and 2 = -6 x 7 mod 11. 

• And the sum of these multiples of 11 and 7 has the same 
remainders, 

4 = (8 x 11 - 6 x 7) mod 7 and 2 = (8 x 11 - 6 x 7) mod 11. 

• Hence the solution is x = (8 x 11 - 6 x 7) = 88 - 42 = 46. 

The traditional Chinese remainder theorem is about detennining 
a number by a pair (or triple, quadruple, etc.) of smaller numbers. 
However, we can also add and multiply numbers by adding and 
multiplying the corresponding pairs. We want the sum of the pairs 
for Xl and X2 to be the pair for Xl + X2, so the rule for adding pairs is 

(Xl mod 1, Xl mod m) + (X2 mod 1, X2 mod m) 

= (Xl + X2 mod 1, Xl +)(2 mod m), 

and similarly the rule for multiplying pairs is 

(Xl mod 1, Xl mod m)(x2 mod 1, X2 mod m) 

= (XIX2 mod 1, XIX2 mod m). 

The fully fledged Chinese remainder theorem includes this arith­
metic of pairs by describing the ring 7l.jlm71. as a "product" of the 
rings 7l.jl71. and 7l.jm71.. It is called the direct product 7l.jl71. x 7l.jm71. and 
its members are pairs of congruence classes (x + I.?., X + m71.), added 
and multiplied according to the rules 

(Xl + 171., Xl + m71.) + (X2 + 171., X2 + m71.) = (Xl + X2 + 171., Xl + X2 + m71.), 

(Xl + 171., Xl + m71.)(X2 + 171., X2 + m71.) = (XIX2 + 171., XIX2 + m71.). 

These rules are just a translation, into the language of congruence 
classes, of the rules just stated for pairs of remainders mod 1 and 
mod m. 

7l.jl71. x 7l.jm71. is not strictly identical with 7l./1m71., because its 
members are pairs rather than single congruence classes, but it be-
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haves the same in a sense that will be explained in the proof of the 
theorem. We say that 71./171. x 71./m71. is isumurphic to 71./lm71. (from the 
Greek for "same form") and write 

71./lm71. ;:::: 71./171. x 71./m71.. 

In practice, there is no harm in saying that the ring 71./lm71. is the 
direct product 71./171. x 71./m71.. 

Chinese remainder theorem. If gcd(l, m) = 1 then 

71./lm71. ;:::: 71./l71. x 71./m71.. 

Proof We begin by letting the congruence class x + Im71. correspond 
to the pair (x+171., x+m71.). Because there are 1m classes x+lm71., also 1 
classes a + 171. and m classes b + m71., the latter form 1m pairs. Thus the 
correspondence will be one-to-one between 71./lm71. and 71./171. x 71./m71. 
provided each pair (a + 171., b + m71.) is (x + 171., x + m71.) for some x. 

It suffices to find integers u and v with urn mod I = a and vi mod 
m = b, because x = urn + vi will then give x mod 1 = a and x mod 
m = b, as required. This is where we use the fact that gcd(l, m) = 1. 
By Section l.5, and the "method of finding I," 

gcd(l, m) = 1 ~ 1 = rl + sm for some integers rand s, 

~ a = arl + asm and b = brl + bsm, 

~ asm = a - arl and brl = b - bsm, 

~ asm mod I = a, and brl mod m = b. 

Hence suitable integers are u = as and v = br, and x = asm + brl. 
By definition of the sum of pairs, the pair in 71./171. x 71./m71. 

corresponding to a sum in 71./lm71. is the sum of the correspond­
ing pairs. products similarly correspond to products, so we have a 
one-to-one correspondence between 71./lm71. and 71./171. x 71./m71. that 
preserves sums and products. This is precisely what we mean by 
E/lmE :;:::::: E/IE x E/mE. D 

Exercises 

It is helpful to work out the actual pairs for a small case of EjlmlL, for 
example: 
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6.6.1. For each x in 7l./1571., work out the corresponding pair ex mod 3, 
x mod 5) in 7l./371. x 7l./571.. What do you notice about the pairs for 
invertible x? 

The isomorphism between 7l./llL x 7l./m71. and 7l./lm71. looks like a for­
mality once the one-to-one correspondence has been discovered, but the 
structure it gives to the set of pairs (a + 171., b + m71.) is surprisingly helpful. 
For example, because classes x + Im71. behave the same as the correspond­
ing pairs (a + 171., b + m71.), it follows in particular that classes with inverses 
correspond to pairs with inverses. 

6.6.2. Show that a pair (a + 171., b + m71.) with an inverse corresponds in 
turn to an a + 171. with an inverse and a b + m71. with an inverse. 

Now, by definition of the Euler rp function, there are rp(l) such classes 
a + 171., and rp(m) such classes b + m71.. This gives the multiplicative property 
of cp. 

6.6.3. Deduce that there are cp(l)cp(m) invertible pairs (a + 171., b + m71.) and 
hence conclude: if gcd(l, m) = 1 then cp(lm) = cp(l)cp(m). 

As mentioned in the exercises to Section 6.4, this property of the Euler 
cp function enables us to compute cp(n) when the prime factorization of n 
is known. 

6.6.4. Show that if n = p~l p~2 ... p~k is the prime factorization of n then 

cp(n) = p~l-l (PI - 1)p~2-1 (P2 - 1) ... p~k-l (Pk - 1). 

6.7 Squares mod p 

In arithmetic mod p the analogs of linear and quadratic equations 
are linear and quadratic congruences, and they are solved in an 
analogous way-up to a point. Because the ordinary operations of 
arithmetic are valid mod p, we can solve the linear congruence 

ax+ b == 0 (modp) 

by subtracting b from both sides, then multiplying both sides by the 
modp inverse of a. Ifwe write this inverse as l/a, then the solution 
looks the same as in ordinary algebra: x = -b/a. The difference, of 
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course, is that the inverse mod p of a is the (congruence class of the) 
solution rn of rna + np = 1, which we find by applying the Euclidean 
algorithm to express 1 = gcd(a,p) in the form rna + np. 

Likewise, the quadratic congruence ax2 + bx + c == 0 (mod p) can 
be solved, as in ordinary algebra, by "completing the square." We 
find 

ax2 + bx + c == 0 (mod p) 

::::} a (XL + ~x) + c == 0 (mod p) 

::::} a (X2 + ~x + bL ) + c _ bL == 0 (mod p) 
a 4a2 4a 

( b )2 b2 

::::} a X + - == - - c (mod p) 
2a 4a 

( b )2 b2 - 4ac 
::::} X + - (mod p) 

2a (2a)2 

by various applications of +, -, x, and -7- mod p. The big difference 
is in the next step: finding the "square root" mod p, and indeed 
deciding whether it exists. This turns out to be a deep and interesting 
problem, to which we shall devote the next few sections of this 
chapter. It so happens that exactly half the numbers 1,2,3, ... ,p - 1 
are squares mod p, but the rule for finding them is quite mysterious 
and unexpected. 

The first step toward finding which numbers are squares mod p 
is fairly simple, thanks to Lagrange's polynomial theorem (Section 
6.4). We can confine attention to odd primes p, because the only 
numbers mod 2 are 0 and 1, and these are obviously squares for any 
modulus. 

Euler's criterion. For an odd prime p, a =1= 0 is a square mod p 
p-l '* aT == 1 modp. 

Proof The (::::}) direction is an easy consequence of Fermat's little 
theorem (Section 6.5): 

a is a square mod p ::::} a == b2 (mod p) for some b 

::::} aP;l == ]j'-I == 1 (mod p) 

by Fermat's little theorem 
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Th prove the ({=) direction we first observe that exactly half of the 
numbers I, 2, 3, ... ,p - 1 are squares mod p because: 

2 
• No two of 12 , 22 , 32, ... , (P;I) are congruent mod p. This is be-

cause i2 == P (mod p) implies (i - ))(i +)) == 0 (mod p), which 
is impossible for distinct i and) among 1,2,3, ... , P;1 , because 
i ±) ¥ 0 (modp) . 

• (p - k)2 == (_k)2 == k 2 (mod p). Hence the only values squares 
c p-l. . 2 • 2 2 (p- 1 ) 2 can take are the 2 dlstmct values 1 ,2 ,3 , ... , -2- . 

Thus there are P;1 nonzero squares mod p. By the first part of the 
• 11- 1 

proof they are all solutIOns of x--'-- == 1 (mod p), and by Lagrange's 
polynomial theorem there are no other solutions of this congruence . 

• , • 17- 1 

Hence, It a IS not a square mod p then a--'-- ¥ 1 (mod p). D 

Squares mod p are often called quadratic residues mod p, and 
nonsquares are called quadratic nonresidues. The terminology is bor­
rowed from Latin, where the same word means hoth "square" and 
"quadratic," and it seems misleading to use it when "squares mod p" 
and "nonsquares mod pH are available. A useful notation for saying 
whether or not a nonzero a is a square mod p is the Legendre symbol, 

(~). This symbol is also called the quadratic character of a (mod p), 

and is defined by 

(~) = I-~ if a is a square mod p 
if a is a nonsquare mod p 

The value of -1 for nonsquares actually comes out the proof of 
Euler's criterion, if one looks closely, leading to the following. 

Restatement of Euler's criterion. (~) == aJl;! (mod p). 

Proof (aJl;!) 2 == aP- 1 == 1 (mod p) by Fermat's little theorem, and 

x2 == 1 (mod p) has only the two solutions x = 1 and x = -1 by 
Lagrange's polynomial theorem. Therefore, the only possible values 

(mod p) of aP;l are I, which it takes for squares a, and -I, which it 
necessarily takes for nonsquares a. 

Thus aJl;! == (~) (mod p), by definition of the Legendre 
symbol. D 
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Exercises 

There is another proof of Euler's criterion, which is shorter and more en­
lightening, but dependent on a harder theorem: the existence of primitive 
roots. A primitive root mod p is a number l' such that each ofl, 2, 3, ... ,p-1 
is congruent to a power of 1', mod p. 

6.7.1. Show that 2 is a primitive root mod 5, but not a primitive root 
mod 7. Find a primitive root mod 7. 

The existence of a primitive root for each prime p was conjectured 
by Euler and proved by Gauss (1801). All proofs I am aware of use La­
grange's polynomial theorem plus some extra ingenuity, so the existence 
of primitive roots should probably be regarded as a harder theorem than 
Euler's criterion. However, it also throws more light on Euler's criterion. 

6.7.2. Ifr is a primitive root modp, show that the nonzero squares mod 
p are the even powers of r. Deduce that there are P;l nonzero 
squares mod p. 

6.7.3. Deduce the (<=) direction of Euler's criterion from Exercise 6.7.2. 

The existence of primitive roots can also be used to prove analogous 
theorems about cubes mod p, and so on. These results are not as complete 
as Euler's criterion for squares, because they depend on p. Here is what 
we can say about cubes. 

6.7.4. If 3 divides p - 1 and l' is a primitive ,root mod p, show that the 
nonzero cubes mod pare 1, r', 1'6, .... Deduce that a is a cube mod 

p-i 

p {} a~ == 1 (modp). 

6.7.5. If 3 does not divide p - 1, which numbers are cubes mod p? 

6.8* The Quadratic Character of -1 
and 2 

Euler's criterion does not immediately tell us which a are squares 
modulo a given odd prime p or the moduli p for which a given a is a 
square. However, it can be used to obtain this information explicitly 
for the two important values a = -1 and a = 2. 
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Quadratic character of -1. For any odd prime p, -1 is a square 
mod p ~ p = 4n + 1 for some integer n. 

Proof By Euler's criterion, 
p-~ 

-1 is a square modp ~ (-l)~ == 1 (modp) 
p -1 . 

~ --IS even 
2 

~ P = 4n + 1 for some integer n. o 

To find the quadratic character of 2 we have the harder job of eval­
uating 21';1 mod p. This can be done by manipulating the product 
1 x 2 x 3 x ... x (p - 1) (mod p) into the form 

1'-1 p-J ] 

2~(-1)-:;- x 1 x 2 x 3 x ... x (P-l) ifE; is even, 
]1-1 }iT] 1 

2 ~ ( -1) -:;- x 1 x 2 x 3 x ... x (P - 1) irE; is odd. 

From this we conclude (by canceling 1, 2, 3, ... ,p - 1) that 

1';1 _ { (_1)1'~1 (modp) if P;! is even 
2 = (_1(;1 (modp) if P;! is odd. 

The manipulation becomes dearer with an accompanying example, 
say p = II. 

In the product, 

1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 x 10, 

separate the even and odd factors, 

(2 x 4 x 6 x 8 x 10) x 1 x 3 x 5 x 7 x 9. 

Extract 2 from the (p - 1)/2 even factors, 

25 (1 x 2 x 3 x 4 x 5) x 1 x 3 x 5 x '7 x 9 

so that even factors> (p - 1)/2 are lost and odd factors :s: (p - 1)/2 
are repeated. 

25 (1 X 2 x 3 x 4 x 5) x 1 x J x ~ x '7 x 9 

Give the repeated factors - signs, inserting factors of -1 to 
compensate, 

25 (1 X 2 x 3 x 4 x 5) x (-1)3(-1) x (-3) x (-5) x 7 x 9. 
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Replace each odd factor -n by p - n, which is even and> (p - 1)/2, 

25 (1 X 2 x :3 x 4 x 5) X (_1)3lQ X §. x Q x 7 x 9 

so that the new product === the old (mod p), and includes all of 
1,2,3, ... ,p-I. 

It is clear from this example why the exponent of 2 is (p - 1)/2, 
because this is the number of even numbers among I, 2, 3, ... ,p - 1. 
The exponent of -1 is the number of odd numbers :s (p - 1) /2, 
namely, (p - 1)/4 if (p - 1)/2 is even, and (p + 1)/4 if (p - 1)/2 is 
odd, hence the result is as claimed. 

!I-I 

From the value of 22 mod p we can now deduce an explicit 
description of the odd prime moduli for which 2 is a square. 

Quadratic character of 2. For any odd prime p, 2 is a square mod 
p {:} P = 8n ± 1 for some integer n. 

jJ-l 

Proof By Euler's criterion, 2 is a square mod p {:} 22 === 1 (mod p), 
1'-1 /!-1 1 

so it suffices to evaluate 22 (using the expression (-1) --:) for 1'; 
p+l )-1 . 

even, and (-1) --:) for ~ odd) for the possIble odd values of p. Apart 
from 8n ± I, the other odd values are 8n ± 3, and we find 

p-I l'~l ~ ~ 
p=8n+l:::}--even:::}2 2 ===(-1)' ===(-1)4 ===1 (modp) 

2 
p-l l:=2 C!. ~ 

P = 8n -I:::} -- odd:::} 2 2 === (-1) 4 === (-1) 4 === 1 (modp) 
2 

p - 1 l!-l jJ+l Bn+4 

p = 8 n + 3 :::} -- odd :::} 22 === (-1) --:) === (-1)-' 
2 

=== -1 (mod p) 

p - 1 , l)~l r.=2. 1I/l-4 

P = 8n - :3 :::} -- even:::} 2 2 === (-1) 4 === (-1) 4 
2 

=== -1 (modp) 

as required. o 
})-1 

The calculation of 2 2 mod p may seem like a lucky accident, but 
there is reason to believe in advance that it will work. By Wilson's 
theorem, 1 x 2 x 3 x ... x (p - 1) === -1 (mod p), and by Euler's 

. • 1' - 1 . 
cntenon 22 === ± 1 (mod p). Therefore, If we can extract the factor 

])-1 •. 

22 from 1 x 2 x 3 x ... x (p - 1) (whIch we obvIOusly can, from the 
even numbers), then the remaining factor must be === ±1 (mod p). 
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Exercises 

The description of the quadratic character of 2 can be condensed as 
follows. 

6.8.1. Show that 0) = (-1)"'R- 1 
• 

As suggested earlier, the calculation of 0) from 1 x 2 x 3 x ... x (p - 1) 

can be expected to work, so it is mainly a matter of shuffling the factors 

until we get what we want. A more imaginative calculation of 0), using 

i = A and de Moivre's formula, is given in Scharlau and Opolka (1985). 
The main steps follow. 

6.8.2. * Using the fact that 2 = O-;i)2 and Euler's criterion, show that 

(2) (l+i)P l+iP 

P == itT- (1 + i) == itT- (1 + i) (mod p). 

6.8.3.* Using the fact that i = cos ~ + i sin ~, show that 

1 + iP (1 + iP)i-p / 2 cos(pn / 4) 
-----

. pl. 

12 (1+1) (1 + i)i-1(2 cos(n/4) 

6.8.4. * Deduce from Exercises 6.8.2* and 6.8.3* that 

(~) = { -~ ifp == ±1 (mod 8) = (-_1)""H-1 

ifp == ±3 (mod 8) . 

6.9* Quadratic Reciprocity 

The Euler criterion may be used to find (;) for various fixed primes 

q, but it is hard to see any general pattern to the results. Legendre 
discovered the secret: knowing whether q is a square mod p depends on 
knowing whether p is a square mod q. The exact relationship between 
the primes p and q is expressed by the law of quadratic reciprocity, 
the fundamental theorem about squares modulo odd primes, first 
proved by Gauss (1801): 

For odd primes p and q, 
if P and q are both of the form 4n + 3 then 

p is a square mod q {} q is not a square mod p, 
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otherwise 
p is a square mod q {:} q is a square mod p. 

The law is usually presented more concisely with the help of the 
Legendre symbol. Whenp and q are both of the form4n+3, quadratic 

reciprocity says that (~) and (~) have opposite signs, and hence 

their product is -1. Otherwise, it says that (~) and (~) have the 

same sign and hence their product is 1. All this is captured by the 
single equation 

(p) (q) E:::.l.'l.=.'c - - =(-1)2 '. 
q P 

The law of quadratic reciprocity has been proved more often than 
any other theorem in mathematics except the Pythagorean theo­
rem. However, it is a more difficult theorem, and none of its proofs 
is completely transparent. One of the shortest was given by George 
Rousseau (1991). It produces the result like a rabbit out of a hat, 
but at least the trick can be done with readily available materials: 
Wilson's theorem and Euler's criterion. Rousseau's proof may be 

compared with the computation of 0) in Section 6.8 *. It is a ma­

nipulation of certain products, mod p and mod q, but this time with 
the Chinese remainder theorem playing a crucial role. To simplify 
formulas, we use the standard abbreviation n! for 1 x 2 x 3 x ... x n. 

Quadratic reciprocity. For any odd primes p and q, 

(p) (q) 1,-1 '1-1 - - =(-1)22. 
q P 

Proof Consider the (congruence classes of the) invertible numbers 
mod pq. By the Chinese remainder theorem, each such number x 
can be faithfully represented by the pair (x mod p, x mod q). When 
we multiply such pairs, the first components are multiplied mod p, 
and the second components are multiplied mod q. 

We want to form the product of all such pairs for the invertible 
x between 1 and (pq - 1)/2 inclusive. As we know from Section 6.4, 
the invertible x are those that are multiples of neither p nor q. We 
form their product mod p by multiplying the nonmultiples of p, 
then dividing by the multiples of q. The nonmultiples of p form the 
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sequence 

1,2, ... ,p-l;p+l,p+2, ... 2p-l; ... . 

Thking these modp, we get (q - 1)/2 sequences 1,2, ... ,p - I, fol-
lowed by the "halfsequence" I, 2, .. , , (P-l)/2. By Wilson's theorem, 
the mod p product of 1,2, ... ,p - 1 is -I, hence the mod p product 
of all nonmu1tiples of p between 1 and (pq - 1)/2 is 

q-l 

(-I)'«(P - 1)/2)!. 

Now we divide this by the multiples q, 2q, ... , «(p - 1)/2)q of q 
between 1 and (Pq - 1)/2. Their product is 

p-J 

q' «(P - 1)/2)!, 

'1-1 1'-1 1'-1 () 
so division gives (-I)"T/q'. By Euler's criterion, q, == ~ (mod 

p), which is either 1 or -I, so it makes no difference whether we 
multiply or divide by it: the mod p product of the invertible x from 
1 to (Pq-l)/2 is (~) (_1)'1;1. 

Similarly, the mod q product of the invertible x is (~) (_1)1';1. 

Hence the product of the pairs (x mod p, x mod q) for invertible x 
from 1 to (Pq - 1)/2 is 

(( q) '1-1 (P) 1'-1) p (-I)', q (-I)' . (1 ) 

Now we compute the same product in a second way, which al­
lows it to be expressed without Legendre symbols. Equating the 

two expressions for the product will give a relation between (~) and 

(~). 
The Chinese remainder theorem says that the pairs (x mod p, 

x mod q) for invertible x from 1 to pq - 1 are the (a, b) with 1 ::: a ::: 
p -1 and 1 ::: b::: q - 1. Also, the pair (pq - x modp,pq - x mod q), 
that is, (-x modp, -x mod q), equals (-a, -b) if (x modp, x mod q) 

equals (a, b). It follows that the pairs (x mod p, x mod q) for 1 ::: x ::: 
(pq - 1)/2 include (a, b) if and only ifthey do not include (-a, -b). 

Thus the product of the (x mod p, x mod q), for the invertible x 

from 1 to (pq - 1) /2, is the product (up to a ± sign) of any set of pairs 
that includes (a, b) if and only if it does not include (-a, -b). One 
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such set is 

(a, b) for l:::a:::p-l, 1:::b:::(q-l)/2. 

And the product of the members of this set is 

± ((p _1)!'1;1, «q -1)/2)!P-l), 

because each value of a, 1 ::: a::: p - 1, occurs in (q - 1)/2 pairs, and 
each value ofb, 1 ::: b::: (q -1)/2, occurs inp -1 pairs. 

Bearing in mind that the first component is taken mod p, Wilson's 
theorem gives (p - l)! == -1 (mod p), hence the first component 

q-J 

== (-1)2 (modp). 
The second component is taken mod q, so Wilson's theorem gives 

-1 == (q - I)! (mod q) 

== 1 x 2 x ... x C(q - 1)/2) 

x (-«q - 1)/2) x ... x (-2) x (-1) (mod q) 

== «q - 1)/2)!2(_l)'1~1 (mod q). 

Therefore 

«q - 1)/2)!2 == (-1)(-1) '1~1 (mod q), 

and hence, raising both sides to the power P;l, we get the second 
component 

«q -1)/2)!p-l == (_1)1';1 (_1/;1 '1;1 (mod q). 

Thus the second expression for the product simplifies to 

± ( -1) ";' , (-1) 1'; (-1) 1'~1 '1;1 ) . (2) 

Equating (1) and (2) we get either 

(~) = 1 and 

or 

(Z) = -1 and 

(p) E=!. ":-' - =(-1)22 
q 

(p) E=!. ,,-I - = -(-1) 1 '. 

q 

In either case, the product of the two equations is 

(p) (q) ":-' '1:-' - - = (-1) 2 2. 

q P D 
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Exercises 

Once we know the primes P that are squares modulo an odd prime q we 
can recognize all the squares mod q. 

6.9.1. Show that if P = PIPZ ... Pk is the prime factorization of P then 

P is a square mod q {} ( Pql) (PqZ) ... (Pqk) __ 1. 

This result suggests a natural extension of the Legendre symbol to all 
numbers P ¢ 0 (mod q): if P = PIPZ ... Pk is the prime factorization of P, 
let 

(~) = (P;) (P;) ... (~k). 
6.9.2. Deduce from this definition that the Legendre symbol is multiplica­

tive: 

(P~) = (~) (~) for any P, Q ¢ 0 (mod q). 

Also, of course, (~) depends only on the congruence class of P, mod q, 

so we can replace P by its remainder on division by q. Using this fact, 
the multiplicative property, and quadratic reciprocity, the computation 
of Legendre symbols is greatly simplified. 

6.9.3. Justify each step in the following computations. 

(351) = (351) = (~) = 1 

(:1) = - (3; ) = - (~) = (i) = (~) = 1 
G ~) = - G~) = - C 91) = - C31 r = -1 

G~) = G~) = C53 ) = c:) = (~) = (~) = (~) =-1. 

6.9.4. Use similar steps to show that (~) = 1. What is 19 the square of, 
mod 31? 

1b complete our toolkit for recognizing whether P is a square mod 

q we need a rule for evaluating (~), because any P > 1 is a product of 

odd primes and 2s. This why we worked out 0) in Section 6.8*. (When 
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(D came up in Exercise 6.9.3, we were able to evaluate it by inspection, 
simply because there are so few squares mod 3.) The formula we found, 

(2) ,,2_, P = (-l)-H , 

is known as a supplement to the law of quadratic reciprocity. 

6.10 Discussion 

Congruences and Congruence Classes 

Gauss (1801) used his notion and notation of congruence to good 
effect in the Disquisitiones. He clarified many known results, such 
as Fermat's little theorem and Euler's criterion, and he gave the first 
proofs ofresults Euler, Lagrange, and Legendre had attacked without 
success, such as quadratic reciprocity and the existence of primitive 
roots. He also gave the very neat proof of Wilson's theorem we 
used in Section 6.5. Flushed with his success, he made the following 
remarks about the theorem and its history: 

It was first published by Waring and attributed to Wilson: 
Waring Meditationes AZgebmicae (3rd ed., Cambridge, 1782, 
p. 380). But neither of them was able to prove the theo­
rem, and Waring confessed that the demonstration seemed 
more difficult because no notation can be devised to express a 
prime number. But in our opinion truths of this kind should 
be drawn from notions rather than notations. (Gauss (1801), 
article 76.) 

He then proceeded to give his proof, with the help of congruence 
notation of course. 

With hindsight, we can see that the congruence notion is implicit 
in many results that were known before Gauss. A simple example is 
the rule of casting out nines, and more sophisticated examples are 
Fermat's little theorem and Wilson's theorem. The latter theorem 
is another of the "universal" theorems, having been discovered at 
least twice before Wilson. Leibniz stated it in an unpublished paper 
around 1670, and its first known appearance is in a work of the Arab 
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mathematician and scientist Abu 'Ali aI-Hasan ibn al··Haytham (965-
1039). The first known proof, however, is the one given by Lagrange 
in 1771. 

The concept of congruence mod n, and particularly Gauss's no­
tation for it, makes such results easier to discover and prove by 
clearing the page of all multiples of n. Having to write ... == ... 
(mod n) rather than ... = ... is a small price to pay for the sim­
plification, because congruences can be manipulated like equations 
anyway. 

Moreover, ifnumbers arc replaced by their congruence classes, as 
in Section 6.3, then congruence of numbers is replaced by equality 
of their congruence classes, and hence we can work with equa­
tions after alL The price to pay in this case is accepting classes as 
mathematical objects, like numbers. 

Congruence classes were introduced by Dedekind in 1857, the 
year before he proposed the more radical idea of defining real num­
bers as pairs of sets of rationals. In the 1870s he used sets again to 
give meaning to other notions that until then had only a ghostly 
existence-the idea of an "ideal algebraic number" and the idea of a 
"point on a Riemann surface!' His contemporaries found these ideas 
too radical, and it took several decades of exposure before mathe­
maticians accepted sets as mathematical objects and realized that 
they made life simpler. 

Rings, Fields, and Abelian Groups 

Like the congruence concept, rings and fields were implicit in num­
ber theory long before they became explicit. In fact, it was only 
around 1900 that the ring concept was recognized at all, partly 
because it took that long to recognize that ordinary integers and con­
gruence classes had a lot in common. Writing down what they have 
in common with each other (and with other "integer-like" objects, 
such as polynomials), mathematicians arrived at what we called the 
ring properties in Section 1.4. The field concept was recognized in 
a similar way, by writing down the common properties of various 
sets of objects for which +,-, x, and -;- are meaningful-rational 
numbers, congruence classes mod p, and rational functions, for 
example. 
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The power of an abstract concept, like that of a field, is that 
it allows us to treat some outlandish mathematical objects like old 
friends. For example, it tells us that polynomials with mod p co­
efficients behave the same as ordinary polynomials with rational 
or real coefficients. This is why Lagrange's polynomial theorem is 
essentially the same as the corresponding theorem about ordinary 
polynomials; they both depend only on the fact that the coefficients 
belong to a field. 

Another abstraction that number theory pushes into the lime­
light is the concept of an abelian group. This concept is actually 
simpler, and hence more general, than the concept of ring or field. 
A ring involves two operations, + and x, but an abelian group in­
volves only one, usually written + but sometimes· or x. If the group 
operation is written as +, the abelian group properties are the ring 
properties of +: 

a + (b + c) = (a + b) + c 

a+b=b+a 

a + (-a) = 0 

a+O=a 

(associative law) 

(commutative law) 

(inverse property) 

(identity property). 

To be precise, an abelian group is a set A with an operation +, an 
identity element called 0, and for each a in A an inverse of a, written 
-a, with the four properties just given. The notation with + as the 
grou p operation, 0 as the identity, and -a as the inverse of a is called 
additive notation. Naturally, it is used for groups where the operation 
is ordinary addition, or something related to it such as addition of 
congruence classes. 

There is also a multiplicative notation, in which the group opera­
tion is called· or x, the identity is called 1, and the inverse of a is 
called a-I. 

In multiplicative notation, the abelian group properties are 

a x (b x c) = (a x b) x c (associative law) 

a x b = b x a (commutative law) 

a x a-I = 1 (inverse property) 

a x 1 = a (identity property). 
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Multiplicative notation is natural for groups like the nonzero ratio­
nals, where x is ordinary multiplication, or groups with a related 
"multiplication," like the nonzero congruence classes mod p. The 
abelian property, by the way, is the commutative law. If this prop­
erty is dropped, we have what is simply called a group. Nonabelian 
groups include the groups of transformations occurring in geome­
try (see Section 3.8*). Thus the general group concept unifies ideas 
from both geometry and number theory and helps to explain the 
deep connections between the two. 

The commutative property of abelian groups makes them easier 
to handle than general groups, so group theory tends to be easier 
in number theory than geometry. In fact, many of the groups in 
number theory are of a specially simple type called cyclic groups. 

In additive notation, a cyclic group C consists of the elements 

... ,-2,-1,0,1,2, .... 

If C is infinite it is necessarily the integers 7L under ordinary addition. 
If C is finite, with n elements, it is necessarily 7L/n7L under addition of 
congruence classes. In multiplicative notation, a cyclic group looks 
like 

for some element c of C. For example, { ... ,2-2 ,2- 1 , I, 2, 22 , ... } is an 
infinite cyclic subgroup of the rationals, Q. The function [(211) = n 
is an isomorphism between this group and 7L, a one-to-one corre­
spondence that sends the product 2m X 2" to the corresponding sum 
m+n. 

An example of a finite cyclic group under x is {I, 2, 3, 4} under 
mod 5 multiplication. This group also consists of the powers of 2, 
but now taken mod 5, because 

1 == 2° (mod 5) 

2 == 21 (mod 5) 

3 == 23 (mod 5) 

4 == 22 (mod 5). 

More generally, {I, 2, 3, ... ,p - I} is a cyclic group under mod p 
multiplication for any prime p. This far-from-obvious result follows 
from the existence of primitive roots, mentioned in Section 6.7. 
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Applied Number Theory 

Fermat's little theorem lay buried in the number theory books for 
more than 300 years before starting a new life as a fundamental 
tool of espionage and commerce. This transformation from pure to 
applied (or is it clean to dirty?) was brought about by the discovery 
of the RSA public key cryptosystern in 1977. Named after its authors, 
Rivest, Shamir, and Adleman, RSA is a simple method for encoding 
and decoding messages based on Fermat's little theorem. 

Like many traditional codes, RSA scrambles and unscrambles a 
message using a key, a long sequence of digits known only to sender 
and receiver. Its novel feature is that the sender needs to know 
only part of the key, which can therefore be made public; only the 
receiver needs to know the whole key. The receiver's key is in fact a 
pair (PI, P2) of large prime numbers (around 100 digits each), while 
the public key is their product PIP2. The theory behind the system is 
now explained in most number theory textbooks, for example Niven, 
Zuckerman, and Montgomery (1991). 

The reason the product PIP2 is effectively "less information" than 
the pair of factors PI, pz is that there is no known method for fac­
torizing a random product of 100 digit primes in reasonable time. 
Although PI and P2 can in principle be derived from PIP2, in practice 
they cannot, and RSA remains a secure system as long as factoriza­
tion remains hard. A lot of money is riding on the assumption that 
it will always be hard. An industry has sprung up supplying easy-to­
use RSA systems and accessories, in some cases even offering large 
primes for sale! In turn, this has stimulated much research on the 
problems of factorization and prime recognition. 

Fermat's little theorem is fundamental to this research, because 
it gives an easy way to recognize when a number is not prime. The 
argument goes as follows. If P is prime and 1 < a < p, then 

aP- 1 == 1 (mod p) 

by Fermat's little theorem. It follows that a number n is not prime if 

an - 1 =1= 1 (mod n) 

for some a between 1 and n. We then call a a witness that n is not 
prime. When n is large, finding a witness is generally much easier 
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than finding a divisor of n, because a l1 - 1 mod n can be quickly 
computed by the repeated squaring method (Exercises 6.2.6 and 
6.2.7*), and 2 or 3 is usually a witness. There are rare cases where a 
witness does not exist, but the method extends to cover these cases 
without greatly increasing the computing time. 

An excellent introduction to these aspects of number theory may 
be found in Chapter 33 of Cormen, Leiserson, and Rivest (1990). 
It is particularly interesting to observe that most of the funda­
mentals of pure number theory are needed: Euclidean algorithm, 
abelian groups, Euler's phi function, Chinese remainder theorem, 
and Fermat's little theorem. 



CHAPTER 

COlllplex 

NUlllbers 

7.1 Addition, Multiplication, 
and Absolute Value 

Complex numbers are objects of the form a + bFl, where a and b 
are real numbers and -J=T is ... what? Mathematicians worried about 
this question for several centuries and did not come up with a good 
answer until the 19th century, by which time complex numbers had 
become indispensable in virtually all fields of mathematics. Their 
story is perhaps the supreme illustration of a saying of Hilbert's: 
"In mathematics, existence means freedom from contradiction:') 
Mathematicians came to believe in complex numbers because they 
worked, not because they could define them, and finding a defini­
tion was not a high priority until all concepts of number came under 
scrutiny. 

So let us begin by assuming there is such a thing as i = -J=T, 
and see where this leads. As we did when we introduced other new 
numbers, such as the integers and the reals, we want to retain the 

lSee Constance Reid's Hilbert, p. 98. 
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properties of the old numbers as far as possible. We therefore assume 
i is like any other number, except that i 2 = -1. Addition of complex 
numbers does not even involve i2 , so it is completely straightforward: 

If we strip each complex number a + ib down to its essence, the 
ordered pair of real numbers (a, b), then addition of complex numbers 
is simply separate addition of a and b components: 

(+ rule) 

as one does with direct products (Section 6.6). The a and b com­
ponents are traditionally called the real and imaginary parts of 
a+ib. 

The interesting properties of complex numbers begin with 
multiplication, where i 2 = -1 becomes involved: 

In terms of ordered pairs, multiplication is the rule 

ex rule). 

This rule is more mysterious, but it gives us a cheap way to define the 
complex numbers without worrying about .J=T: simply define them 
to be ordered pairs of reals Ca, b) with addition and multiplication 
defined by the + and x rules just given. This was first done by 
Hamilton in 1833. 

Perhaps it seems underhand to define multiplication by the x 
rule when one knows it is just the disguised result of assuming 
i2 = -1, but it isn't! The x rule was in use long before anyone dreamt 
of .J=T. The first hint of it appears in Diophantus' Arithmetica, Book 
III, Problem 19, where he says: 

65 is naturally divided into two squares in two ways, namely into 
72 + 42 and 82 + 12 , which is due to the fact that 65 is the product 
of 13 and 5, each of which is the sum of two squares. 

Apparently he knew that the product of sums of squares is itself a 
sum of squares, in two ways, which points to the identity: 

(af + bf)(a~ + b~) = Cal a2 ± bl b2)2 + Ch a2 =f a I bz)2. 
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(He had the special case a] = 3, b] = 2, a2 = 2, b2 = l.) This remark­
able identity was first observed explicitly by Abu Ja'far al-Khazin 
around 950 A.D., commenting on this problem of Diophantus, and 
it was proved in Fibonacci's The Book of Squares in 1225. 

Diophantus talks about products of sums of squares, but he views 
a2 + b2 as the square on the hypotenuse of the right-angled triangle 
with sides a and b. His view reveals an important aspect of the 
geometric interpretation of complex numbers, which gradually emerged 
during the 16th, 17th, and 18th centuries and became standard in 
the 19th. A second aspect, which virtually completes the picture, 
will be discussed in the next section. For the moment, let us see 
how much is visible from Diophantus' viewpoint. 

The triangle with sides a and b represents the pair (a, b), and 
hence corresponds to what we would call the complex number a+ib. 
We interpret a + ib as the vertex of a triangle in the plane with one 
vertex at the origin and sides a and b parallel to the axes (Figure 7.1), 
and interpret the set C of all complex numbers as the plane. The 
"hypotenuse" -J a2 + b2 of the triangle with sides a and b is what we 
call the absolute value la + ibl of the corresponding complex number 
a + ib. Diophantus' identity says that this geometrically defined 
quantity has a simple algebraic property; it is multiplicative. The 
absolute value of a product is the product of the absolute values: 

In fact, the two sides of this equation are just the square roots of the 
two sides of Diophantus' identity, with the lower signs chosen on 
the right-hand side. 

Of course, there was no reason for Diophantus to speak of a "prod­
uct of triangles," or even to think of it. All he wanted was a rule for 
taking two triangles and producing a third for which the hypotenuse 
was the product of the two hypotenuses he started with. Applied 

a+ ib 

a 
I~ 

FIGURE 7.1 Geometric meaning of absolute value. 
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to triangles representing pairs (aj, bd and (a2' b2 ), however, his rule 
produced what we call their product, (aja2 - b1b2, b1a2 +ajb2). (The 
rule for producing the other triangle in Diophantus' identity can also 
be interpreted as a product of complex numbers; see the exercises.) 
It is all the more surprising that Diophantus devised this rule to 
solve problems about integers. As we shall see in the next section, 
its geometric significance goes far deeper than the interpretation of 
absolute value as a hypotenuse. 

Remark. The product of triangles is closely related to the param­
eterization of Pythagorean triples (which Diophantus used in the 
same problem, by the way, so he was probably aware of a connec­
tion). The triangle with sides (u2 - v2, 2uv) and hypotenuse u2 + v2 is 
the "square" of the triangle with sides (u, v) with hypotenuse "j u2 + v2. 
This is an easy calculation with complex numbers: 

(u + iv)2 = u2 - v2 + 2iuv. 

Exercises 

Proving Diophantus' identity is not as hard as discovering it in the first 
place; just expand both sides and compare them. But if complex numbers 
are already familiar, the identity may be discovered by factorizing the 
product (ar + br)(a~ + b~) and recombining the factors in a different way. 
This was done by Euler (1770). 

7.1.l. Give a derivation of Diophantus' identity by suitably combining 
the factors in (aj + ibl)(aj - ibj)(az + ibz)(a2 - ibz). 

An interesting generalization of Diophantus' identity was discovered 
by the Indian mathematician Brahmagupta around 600 A.D.: 

(ar - dbr)(a~ - db~) = (aja2 + dbjbz)z - d(a j b2 + azbj)z. 

7.1.2. Give a derivation of Brahmagupta's identity by suitably grouping 
the factors in (al + -Jdbj)(aj - -Jdbd(az + -Jdbz)(az - -Jdbz). 

The identities of Diophantus and Brahmagupta are, of course, valid 
for all real values of aj, b1 , az, bz, and d. However, they are of most interest 
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when these values are integers. In that case, they show that the product 
of two integers of the form a2 - db2 is another integer of the same form. 
This discovery is the beginning of a very long story we shall take up in 
Section 7.6. 

Now let us return to the second Diophantus identity, with the signs 
switched. 

7.1.3. Tb which complex numbers should aT + bi and a;; + b~ be attached, 
for 

to express the multiplicative property of absolute value? 

7.1.4. Find a second form of Brahmagupta's identity, also with signs 
switched. 

7.2 Argument and the Square Root 
of -1 

The product of triangles that was implicit in Diophantus became 
explicit in Viete's Genesis triangulorum around 1590. He actually 
drew diagrams of the right-angled triangles (aI, bd and (az, b2) and 
their two products, similar to Figure 7.2 but without labeled angles 
or the x and = signs. 

Viete was interested in the shape of the triangles more than 
the length of their hypotenuses, and this led him to a wonderful 
discovery: the product of triangles produces not only the product 
of hypotenuses, but the sum of angles. The angles that are added 
are those shown in Figure 7.2. In fact, the ratio of the sides in the 

FIGURE 7.2 The first product of triangles. 
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product triangle is precisely what we get from the addition formula 
for tan (Section 5.4): 

tanf) + tancp 
tan(f) + cp) = -----

1 - tan f) tan cp 
h+12 
Ul U2 

1 - h12 
Ul a2 

haz + a1b2 

alaZ - b1bz 

Like Diophantus, Viete was thinking about triangles, not complex 
numbers. Nevertheless, just as Diophantus observed the multiplica­
tive property of what we call the absolute value, Viete observed 
the additive property of what we call the argument of the com­
plex number a + ib, the angle f) with cos f) = a/ v' a Z + b2 and 
sin f) = b / v' a2 + b2 . (The only limitation to interpreting complex 
numbers a + ib as triangles is that a and b cannot be negative or 
zero. This does mean, however, that there is no interpretation of the 
crucial object i.) 

When a complex number a + ib is viewed as a point (a, b) of the 
plane, its absolute value and argument are its polar coordinates r = 
v'az + bZ and f) (Figure 7.3). The multiplicative property of absolute 
value and the additive property of argument give the product of 
complex numbers in polar coordinates: 

(al + ibd(al + ibz) = rl (cos f)1 + i sin f)drz(cos f)z + i sin f)z) 

= r1 rz (cos(e1 + (2 ) + i sin(f)l + f)z)) . 

Because (a, b) is completely determined by rand f), this is equivalent 
to the x rule in the previous section as a definition of product. It 
shows multiplication in a much more geometric light, and it gives 

(a, b) 

r 
b 

e o L----=---a------" 

FIGURE 7.3 Absolute value and argument as polar coodinates. 
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a geometric interpretation of multiplication by i == A. Because 
i = cos ~ + i sin ~, multiplication by i adds n 12 to the argument of 
each complex number. That is, it rotates the plane of complex numbers 
counterclockwise through n12. 

With hindsight, it is natural for multiplication by i to be a quarter 
turn. After all, multiplication by i twice is multiplication by -I, 
which is a half turn of the real number line. Algebraically speaking, 
multiplication is an operation of period 4, because the powers of i 
recur every four steps: 

I, i, -I, -~, I, ~, -I, -~, 1, 

Hence i = A can only exist in a system containing operations of 
period 4. Such a system need not be the full set of complex numbers. 
For example, it could be the Gaussian integers, the set of numbers 
a + ib where a and b are integers. We shall study these in section 
7.4. The system can even be the finite field 7Llp7L for a suitable value 
of p. As we saw in Exercises 6.5.S and 6.5.9, -1 is a square in 7Llp7L 
just in case p = 4n + I, and it follows from the existence of primitive 
roots (mentioned in the exercises for Section 6.7) that this happens 
precisely when 7Llp7L has e1ements of period 4. 

More of a surprise is that i, the fourth root of I, together with 
the real numbers, gives a nontrivial nth root of 1 for all natural 
numbers n. In fact, it follows from the additive property of argument 
that 

( cos 2: + i sin 2:) n = cos Zn + i sin Zn = I, 

so cos 2:: + i sin 2:: is a nontrivial nth root of 1. (Nontrivial, because 
it is not equal to 1 itself.) The fUndamental theorem of algebra, whose 
proof is beyond the scope of this book, says that much more is true: 
any equation p(x) = 0, where p is a polynomial with real coefficients, 
has a solution in the set C of complex numbers. 

Exercises 

The complex numbers are such a fundamental part of mathematics that 
it is no wonder that aspects ofthem (such as the multiplicative property 
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of absolute value) were glimpsed long before they were recognized as 
numbers. The latter possibility could not arise until there was reason 
to add and multiply them. This did not happen until the 16th century, 
when a number of Italian mathematicians discovered how to solve cubic 
equations. It turned out, for example, that the solutions of 

x3 = px + q 

are given by the Cardano formula: 

7.2.1. Substitute u + v for x in x" = px + q, and deduce that u + v will 
satisfy this equation if 3uv = p and u3 + v3 = q. 

7.2.2. Substitute v = p/3u in u3 + v3 = q and solve the resulting quadratic 
in u3 . Deduce that 

and explain the Cardano solution of x3 = px + q. 

This is all very well, but does it account for the obvious solution x = 4 

of x:1 = 15x + 4? 

7.2.3. Show that, according to the Cardano formula, the solutions of x3 = 

15x + 4 are 

x = j2 + llyCi + j2 -llyCi. 

Rafael Bombelli (1572) had a hunch that this apparent conflict might be 
resolved as follows. He guessed there was an n with 

;/2 + llyCi = 2 + nyCi, 

j2 - llyCi = 2 - nyCi, 

so the solution x = 4 could result from cance1ation of imaginary terms 
n.;=1 and -n.;=1. This hunch turned out to be correct. 

7.2.4. Show that (2 + .;=1? = 2 + 11.;=1 and (2 - .;=1)' = 2 - 11.;=1. 

These calculations, which involve both addition and multiplication 
of complex numbers, were enough to convince many mathematicians 
that complex numbers were subject to the same laws as the reals. Still, 
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whenever possible one made an independent check using real numbers 
alone. 

Viete found an interesting way to do this for cubic equations in cases 
where the Cardano formula leads to square roots of negative numbers. 
He used the formula 

cos 3e = 4 cos3 e - 3 cos e 

and coaxed the equation x3 - px = q into the form 4y 3 - 3y = C, where c 
could be set equal to cos 3e for some angle e. Then y = cos e is a solution 
of 4y 3 - 3y = C, and x is easily found from y. 

7.2.5. Find a substitution x = ky so that 2x3 = 3x - 1 becomes 4y 3 - 3y = 

-1/,J2 = cos ¥, and hence find a solution of 2x3 = 3x -1 by Viete's 
method. 

(You will probably only find the obvious solution, but see whether it 
is so obvious from Cardano's formula.) 

7.3 Isometries of the Plane 

Rotation of the plane about 0 through 7f/2 is one of the isometries of 
the plane we studied in Section 3.6. The discovery that this rotation 
is simply multiplication by the complex number i pmmpts us to look 
at isometries again. It seems as though they can be very concisely 
described in terms of complex numbers. 

We interpret the Euclidean plane as the set C of complex. num­
bers, so isometries are certain functions on C. Translations are the 
easiest to grasp. Translating each point x + iy by a in the x-direction 
and b in the y-direction is the same as adding a + ib to x + iy, so 
the translation function trana,b is the function of a complex variable 
Z = x + iy defined by 

trana,b(Z) = Z + a + ib. 

By the additive property of the argument, rotation about 0 through 
() is multiplication by cos () + i sin (), hence 

roto,g(Z) = (cose + isin()z. 
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Because cos2 e + sin2 e = 1, this is multiplication of z by a complex 
number of absolute value 1. Conversely, any complex number c 
of absolute value 1 is of the form cos e + i sin e; in fact, e is the 
argument of c. Thus rotation about ° is multiplication by a fixed 
complex number of absolute value 1. 

Rotation about any point P = (u, v), through angle e, is the 
composite of three functions: 

• tran_H,_v = translation of P to 0, 

• roto,!! = rotation about ° through e, 
• tran",v = translation of ° back to P. 

Thus any rotation may be composed from the functions trana,b and 
rota,e. 

In the exercises to Section 3.8* it was shown that translations 
and rotations together are all the products of an even number of 
reflections, and that they also are the orientation-preserving isome­
tries of the plane. Complex functions give another very neat way to 
describe them, without assuming these previous results. 

Characterization of translations and rotations. The translations 
and rotations of the Euclidean plane are the complex functions of the form 

fez) = cz + d, 

where c is a complex number with Icl = 1 and d is an arbitrary complex 
number. 

Proof We know that translations and rotations about ° are of the 
required form. Also, if fl (z) = c]z + d] and fz(z) = C2Z + d2 are ofthe 
required form, then so is 

because Ic]c21 = Ic]llc21 = 1 x 1 = 1 by the multiplicative property 
of absolute value. Thus any composite of translations and rotations 
about 0, which we know includes rotations about arbitrary points, 
is of the form fez) = cz + d with Icl = 1. 

Conversely, suppose we are given a function fez) = cz + d with 
Icl = 1. If c = 1, then we simply have the translation fez) = z + d. If 
not, consider the rotation about the point e obtained by composing 



fl (Z) = Z + e, 

fz(z) = cz, 

f3(Z) = Z - e, 

where e remains to be determined. We have 

flfzh(z) = c(z - e) + e = cz - ce + e, 

which equals the given function if 

that is, if 

d = -ce + e = eO - c); 

d 
e--­

- 1 -c· 
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By hypothesis, 1 - c #- 0, so we can find the point e, and fez) = cz + d 
is a rotation about it. D 

Exercises 

Another important isometry is reflection in the x-axis, the function that 
sends x + iy to its conjugate x - iy. The conjugate of Z is denoted by z and 
has the following easily checked properties. 

7.3.1. Check that Zj + Z2 = Zj + Zz, ZjZ2 = ZjZ2 and zz == IzI2 

Composing conjugation with translations and rotations gives a further 
class of isometries 

fez) = cz + d where lei = 1. 

These, together with the functions fez) = cz + d already found, make up 
all isometries of the Euclidean plane. A quick way to prove this is to 
combine the characterization of translations and rotations with the three 
reflections theorem and related results in Section 3.6. By Exercises 3.6.3 
and 3.6.4, the composite of two reflections is a translation or rotation, 
hence of the form fez) = ez + d with lei = 1. 

7.3.2. Suppose a Euclidean isometry g is a composite of one or three 
reflections. Show that g(z) is a rotation or translation. 
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7.3.3. Deduce from Exercise 7.3.2 that g(z) = g(z) is of the form cz + d 
with Icl = I. 

7.3.4. Conclude from the preceding results that the Euclidean isometries 
are precisely the functions [(z) = cz + d and [(z) = cz + d with 
Icl = l. 

This characterization makes it easy to see the difference between 

l. the orientation-preserving isometries, which are those of the form 
[(z) = cz + d (because these are the translations and rotations), and 

2. the orientation-reversing isometries, which are those of the form 
[(z) = cz + d (because these are the rest). 

It also gives an easier way to prove the result of Exercise 3.6.6*, that 
any orientation-reversing isometry is a glide reflection. The idea is to 
rotate and translate the coordinate system until the isometry looks like 
h(z) = z + a, with a real, which is a glide reflection along the x-axis. 

7.3.5. Show that if z' = (coscp + i sincp)z is taken as the new coordinate of 
the point z, then the x'- and y'-axes of this new coordinate system 
are the result of rotating the x- and y-axes through -cp. 

Now suppose that [(z) = (cos 8 +i sin 8)z+d is an orientation-reversing 
isometry. Thus, in the old coordinate system, the isometry sends z to 
(cos 8 + i sin 8)z + d. 

7.3.6. If z' = (cos(-8j2) + isin(-8j2»z, show that the point with new 
coordinate z' 

• has old coordinate (cos(8j2) + isin(8j2»z', 

• which is sent to the point with old coordinate 

(cos(8j2) + i sin(8j2»Z' + d, 

• which has new coordinate z' + d. 

Conclude that the isometry is given by g(z') = Z' +d in the new coordinate 
system. 

Finally, suppose that d = a + ib, where a and b are real. Replace the 
coordinate z' (which is now called the old coordinate) by a new coordinate 
Z" defined by Z" = z' - ibj2. 

7.3.7. Show the point with new coordinate Zll 



7.4 The Gaussian Integers 227 

• has old coordinate Z" + ib/2, 

• which is sent to the point with old coordinate z" + a + ib/2, 

• which has new coordinate z" + a. 

Conclude that the isometry is given by h(ZIl) z" + a in the new 
coordinate system and hence is a glide reflection. 

In case you are wondering about functions of the form f(z) = cz + d, 
where c is not required to have absolute value 1, see the following. 

7.3.8. Show that any function of the form f(z) = cz + d, where c =1= 0, is a 
composite of a translation or rotation with a dilatation -a function 
of the form g(z) = rz where r is real. 

As was mentioned in Section 3.10, these functions are precisely the 
similarities, and they are the only mappings of the plane that preserve 
angles. 

7.4 The Gaussian Integers 

In the complex numbers, the counterparts of the integers are called 
the Gaussian integers. They are the complex numbers of the form 
a + ib where a and b are in 71., and the set of them is denoted by 71.[i]. 
Like 71., 71.[i] is a ring and has notions of divisor and prime. For this 
reason alone, it is interesting to investigate the arithmetic of 71.[i] , but 
even more interesting is the insight it gives into 71. itself. In a sense, 
71.[i] refines our understanding of 71. by allowing ordinary integers to 
be analyzed in finer detail. 

A simple example is the Diophantus identity 

(a~ + bi)(a~ + b~) = (ajaZ - bjbz)z + (bjaz + ajbz)z 

for aj, b j , az, and bz in 71.. As already suggested in Exercise 7.1.1, 
this identity is more understandable in .:l[i] , where we have the 
factorizations 

ai + bi = (aj + ibj)(aj - ib j ), 

a~ + b~ = (az + ibz)(az - ibz). 
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Ifwe rearrange these factors of (at + bD(a~ + b~) as 

(aj + ibj)(az + ibz)(aj - ibj)(az - ibz) 

and then combine the first two and the last two, we get 

[(aja2 - bj b2) + i(b j a2 + ajb2)][(aja2 - bj b2) - i(bja2 + a j b2)], 

which is a Gaussian integer factorization of (aja2 - bj b2)2 + (bja2 + 
a j b2)2. 

We noted in Section 7.1 that Diophantus' identity shows that the 
absolute value function la+ibl is multiplicative. Even more directly, 
it shows that the function la + ibl 2 is multiplicative. The latter is a 
very useful function on fl[i], called the norm of a + ib and written 
N(a + ib). Diophantus' identity is precisely the multiplicative property 

of the norm: 

N«aj + ib j )(a2 + ib2)) = N(aj + ibdN(a2 + ib2). 

The norm is useful because: 

• It is an ordinary integer and hence reduces some questions about 
fl[i] to questions about fl. 

• It is multiplicative and hence the norm of a factor divides the 
norm of a product. 

In particular, the norm draws our attention to the units 1, -1, i, -i 
of fl[i], the members of norm 1. These are the numbers that divide 
every Gaussian integer and hence can be regarded as redundant 
factors (like 1 and -1 in fl). When unit factors are disregarded, each 
Gaussian integer can be split into finitely many factors 

which are Gaussian primes in the sense that q + ihj has no divisors 
of smaller norm except units. It follows that q + ihj has no divisors 
at all except units and multiples of itself by units. 

Gaussian prime factorizations exist in Ll[ i] for much the same 
reason that prime factorizations exist in fl: each Gaussian integer has 
a Gaussian prime divisor (compare with Section 1.3). If a + ib has no 
nonunit divisor of smaller norm, then a+ib itself is a Gaussian prime. 
Otherwise, take a nonunit divisor a' + ib' of smaller norm, and see 
whether a' + ib' has a nonunit divisor a" + ib" of still smaller norm, 
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and so on. Because the norms are natural numbers, this process 
ends in a finite number of steps, necessarily with a Gaussian prime 
divisor aj + ib j . We then repeat the process on the Gaussian integer 
(a + ib)/(aj + ib j ), which has smaller norm than a + ib, and so on. 

Exercises 

The norm sometimes enables us to recognize Gaussian primes. 

7.4.1. Find some Gaussian integers whose norms are prime. 

7.4.2. A Gaussian integer with prime norm is a Gaussian prime. Why? 

However, ordinary primes are not necessarily Gaussian primes. 

7.4.3. Show that 2 is not a Gaussian prime. Also find an odd prime that 
is not a Gaussian prime. 

Your odd prime should be of the form 4n + I, because ordinary primes 
of the form 4n + 3 are Gaussian primes. This is proved with the help of 
conjugation. 

7.4.4. Suppose thatp is an ordinary prime andp = (a + ib)c is a Gaussian 
factorization without units. Show in turn that 

• p = (a - ib)c 

• p2 = (a2 + b2)lcl2 

• p = a2 + b2 

• P is not of the form 4n + 3. 

In Exercise 1.3.5 it was proved that there are infinitely many primes of 
the form 4n + 3, so it follows from Exercise 7.4.4 that there are infinitely 
many Gaussian primes. The same result can also be proved directly, in 
the manner of Euclid, once we clarify the idea of division with remainder 
in 1'[i]. This will be done in the next section. 

However, before going more deeply into 1'[i], it should be pointed out 
that 1'[i] is not the only ring of "integers" in C. Unlike ~, which has l' as 
its only integers, C has many subrings that can reasonably be regarded 
as integers. Another example is the set 

1'[.J=2] = {a + b.J=2 : a, bE 1'}. 
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This set is a ring because the sum and product of any two of its members 
are also members, whence it inherits the ring properties from C. As on 
Z[i], the square of the absolute value gives a norm on Z[ A], which is 
integer-valued and multiplicative. The "integers" in Z[i] and Z[ A] are 
called quadratic integers because they satisfy quadratic equations with 
rational coefficients. We shall say a little more about quadratic integers 
in general in Section 7.8. 

7.4.5. Show that N(a + bA) = a2 + 2b2 Use this norm to show that 5 
is a "prime" in Z[ A], and that 1 and -1 are the only units in 
Z[A]. 

7.5 Unique Gaussian 
Prime Factorization 

We have now come to the point where further progress in the 
arithmetic of Z[i) depends on a uniqueness theorem for Gaussian 
prime factorization. At the same point in ordinary arithmetic (Sec­
tion 1.6), we derived unique prime factorization from the fact that 
gcd(a, b) = ma+nb for some integers m and n, which follows in turn 
from the fact that gcd(a, b) is obtainable by the Euclidean algorithm. 

The same argument applies in Z[i), except that there is no sub­
traction form of the Euclidean algorithm. We have to use division 
with remainder, which depends on the following. 

Division property of Z[i). If a and f3 are Gaussian integers with 
f3 =I- 0, then there are Gaussian integers f.l and p with 

a = f.lf3 + p and N(p) < N(f3). 

Proof Because the norm N is the square of the absolute value, it 
suffices to find p with a = f.lf3 + p and ipi < if3i. 

Consider the set of all Gaussian integer multiples of f3. The points 
in this set lie at the corners of a grid of squares, namely the translates 
by multiples of f3 of the square with corners 0, f3, if3, and (l + i)f3. 
(Figure 7.4; the grid is square because multiplication by i rotates 
through a right angle.) 
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FIGURE 7.4 Multiples of a Gaussian integer. 

Let f-tfJ be the corner nearest to ()(, so I()( - f-tPI is the distance 
between them. This distance is the hypotenuse of a right-angled 
triangle with sides :s IfJl/2 (Figure 7.5), hence I()( - f-tfJl < IfJl by the 
triangle inequality. Thus if we let p = ()( - f-tfJ we have ()( = f-tfJ + p 

with Ipi < IfJl, as required. 0 

Thanks to the division property, the successive divisions in the 
Euclidean algorithm produce remainders with strictly decreasing 
norms. Because the norms are natural numbers, the algorithm ter­
minates, and it produces the gcd for the same reason as in 71.: if the 
algorithm starts on ()( and fJ, all the divisors of ()( and fJ persist as divi­
sors of all the numbers produced by the algorithm. The gcd of ()( and 
fJ is not only "greatest" in the sense that all common divisors divide 
it; it is also greatest in norm, by the norm multiplicative property. 

One can then check that the remaining steps to unique prime 
factorization in 71. can be imitated (with small changes) in 71.[i]: 

FIGURE 7.5 Distance to the nearest corner. 
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• gcd(a, fJ) = 11,QI + vfJ for some Gaussian integers fL and v. 
• If a Gaussian prime ~ divides afJ, then ~ divides a or ~ divides fJ 

(Gaussian prime divisor property). 

• The factors in two Gaussian prime factorizations of a Gaussian 
integer agree up to order and unit factors. 

The latter is the "unique prime factorization theorem" for Gaussian 
integers. 

Before drawing conclusions from this theorem, a word of cau­
tion is in order: watch out for units' Remember that unique prime 
factorization was originally proved for natural numbers, where the 
factorization is unique up to order. In 1'[i], the factors can also vary 
up to units, and this affects some of the conclusions we can draw. In 
fact, this already happens in 1', where factors can vary in sign, due 
to the presence of the unit -1. 

Take, for example, the theorem that relatively prime numbers 
a and b whose product is a square are themselves squares. This is 
true in the natural numbers (proved in Section 4.2), but in l' we can 
conclude only that a and b are either squares or the negatives of 
squares. The example (_32 )(_52 ) = 152 shows we cannot do better. 
Similarly, if a and fJ are relatively prime Gaussian integers whose 
product is a square, we can conclude only that each of a and fJ is a 
unit times a square. The units i and -i are not squares in Z[i], so a 
and fJ need not be squares. 

However, things get better with cubes. In 1'[i] all the units are 
cubes: 1 = 13, -1 = (_1)3, i = (-i)3, and -i = i3. Thus if a and fJ are 
relatively prime Gaussian integers whose product is a cube, then a 
and fJ are not merely units times cubes, but actual cubes, because a 
unit times a cube is a cube. 

Exercises 

As mentioned in the previous set of exercises, we can use division with 
remainder to give a direct proof that there are infinitely many Gaussian 
primes. 

7.5.1. If a = 143 + p, with 0 < Ipi < 1,81, show that a is not a multiple of,8. 
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7.5.2. Use Exercise 7.5.1 to prove that there are infinitely many Gaussian 
primes. 

The geometric argument used to prove the division property of Z[i] 
also applies to the ring Z[ H) discussed in the previous set of exercises. 

7.5.3. Show that the multiples of a number f3 in Z[H] lie at the corners 
of a grid ofrectangles whose sides have lengths 1f31 and vlzlf3l. 

7.5.4. Deduce from Exercise 7.5.3 that Z[H] has division property like 
that of Z[i] and hence unique prime factorization. 

In the exercises to Section 1.3 we mentioned that it is not known 
whether there are infinitely many primes ofthe form p = n2 + l. 

7.5.5. Show that, if p = n2 + 1 is prime, then p = (n + i)(n - i) is a 
factorization into Gaussian primes. 

7.5.6. Conversely, showthatifn is a natural number and n±i are Gaussian 
primes, then n2 + 1 is prime. 

(Hint: Suppose n2 + 1 is not prime and use unique Gaussian prime 
factorization. ) 

It follows from the last two exercises that primes of the form n2 + 1 
correspond to Gaussian prime pairs of the form n±i. This calls to mind the 
famous twin primes problem, which is also unsolved: are there infinitely 
many pairs of ordinary primes of the form (p, p + 2)? 

7.6 Fermat's Two Squares Theorem 

Now is an appropriate time to recall the words of Diophantus quoted 
at the beginning of this chapter: 

65 is naturally divided into two squares in two ways, namely into 
72 + 42 and 82 + 12, which is due to the fact that 65 is the product 
of 13 and 5, each of which is the sum of two squares. 

When Fermat read these words, he realized that the key to repre­
senting numbers as sums of two squares was to represent primes. In 
the example, 65 is the product of the primes 5 and 13, and the two 
representations of 65 as sums of two squares come from the unique 
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representations of 5 and 13 as sums of two squares by Diophantus' 
identity 

Fermat claimed to have proved that each prime of the form 4n + 1 
is a sum of two squares in exactly one way. However, his proof was 
lost, and the first known proof was given by Euler in 1749. Euler's 
proof was heavy going, and the theorem became a challenge to later 
mathematicians, to test the strength of new methods in number 
theory. Progressively easier and more elegant proofs were given 
by Lagrange, Gauss, and Dedekind. The following proof uses ideas 
from all three, but the crux of it is uniqueness of Gaussian prime 
factorization. 

Fermat's two squares theorem. lfp is a prime of the form 4n + 1, 

then p = a2 + b2 for a unique pair of natural numbers a and b. 

Proof The first step is to find a square, m 2 , such that p divides 
m2 + 1. Lagrange found a way to do this using Wilson's theorem. 2 

Recall from Section 6.5 that this theorem says (p - 1)! == -1 (mod p) 
when p is prime, so when p = 4n + 1 we have 

-1 == 1 x 2 x ... x 4n (mod p) 

== (1 x 2 x ... x 2n)(2n+1) x ... x (4n-1) x 4n (modp) 

== (1 x 2 x ... x 2n)(-2n) x ... x (-2) x (-1) (modp) 

because eachp - k == -k (modp) 
2 2 == (1 x 2 x··· x 2n) (-1) n (modp) 

== (1 x 2 x ... x 2n)2 (modp). 

Thus if we take m = (2n)! we have -1 == m 2 (modp), and therefore 
p divides m2 + 1. 

Now m2 + 1 has the Gaussian integer factorization (m + i)(m - i), 

and p does not divide m + i or m - i, because the quotients ~ + ~ and 
'2!c _1. are not Gaussian integers. It then follows from unique Gaussian 
p p 
prime factorization (or, more particularly, from the Gaussian prime 

2The idea was indicated in Exercise 6.5.9, but to avoid dependence on the 

exercises, the details are given here. 
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divisor property) that p is not a Gaussian prime. Thus p has a Gaussian 
prime divisor, say, a + ib. Now 

a + ib divides p ::::} P = (a + ib)c 

for some nonunit Gaussian integer c 

::::} p = (a - ib)c taking conjugates of both sides 

::::} p2 = (a2 + b2 ) Icl2 
multiplying preceding equations 

::::} p = a2 + b2 

by unique prime factorization 

of natural numbers. 

Conversely, if a prime p = a2 + b2 , then p has the Gaussian 
factorization p = (a + ib)(a - ib), and each factor is a Gaussian 
prime, because its norm is the prime p. Thus a and b are the real and 
imaginary parts (up to sign) of the unique Gaussian prime factors of 
p, and therefore a2 + b2 is the unique sum of squares equal to p. D 

This theorem tells us all the primes that are sums of two squares. 
Apart from those of the form 4n+ I, the only such prime is 2 = 12 +1 2 , 

because primes of the form 4n + 3 are not sums of two squares, by 
a congruence mod 4 argument. 

The proof also tells us that if an ordinary prime p is not a Gaus­
sian prime, then p = a2 + b2 • Hence ordinary primes of the form 
4n + 3 are Gaussian primes. This information leads to the following 
theorem, which is closely allied with Fermat's two squares theorem 
and unique Gaussian prime factorization. It shows that the Gaussian 
primes can be regarded as "known" once the ordi.nary primes are 
known. 

Classification of Gaussian primes. Up to unit factors, the 
Gaussian primes are 

• Ordinary primes of the form 4n + 3 . 

• The factors a + ib, a - ib of primes a2 + b2 of the form 4n + 1 or 2. 

Proof By the preceding remarks, the only ordinary primes that are 
Gaussian primes are those of the form 4n + 3. The factors a + ib and 
a - ib of primes p = a2 + b2 are Gaussian primes because they have 
normp. 
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Conversely, if a + ib is a Gaussian prime with a, b =1= 0 then so is 
its conjugate a - ib, because a nontrivial factorization of a - ib would 
give one of a + ib by conjugation. Thus Gaussian primes that are not 
ordinary primes come in pairs a ± ib. The product a2 + b2 of such a 
pair is an ordinary prime, by unique Gaussian prime factorization, 
because a factorization of a2 + b2 into ordinary primes would be 
different from its Gaussian prime factorization (a + ib)(a - ib). Such 
primes are 2 and those of the form 4n + 1 by Fermat's two squares 
theorem. 0 

Exercises 

It is possible to study the primes of 1"[HJ in a similar way, using its 
unique prime factorization theorem from the previous exercise set. How­
ever, to do something a little different, we shall use 1"[ HJ to investigate 
the equation y3 = x2 + 2. Diophantus mentioned the natural number so­
lution x = 5, Y = 3 to this equation, and Fermat claimed it was the only 
one. The first known proof was given by Euler (1770), assuming unique 
prime factorization in 1"[ HJ (but failing to mention it). Such a proof can 
be carried out rigorously as follows. 

Assuming x are natural numbers with y3 = x2 + 2, note that 

This transforms the problem into one about cubes in 1"[HJ. 

7.6.l. Use congruences mod 4 to show that x is odd. 

7.6.2. Deduce from Exercise 7.6.1 that gcd(x + H, x - H) = l. 

Thus we have relatively prime numbers x + H and x - H whose 
product is a cube, y3. We can conclude that x + ~ and x - ~ are 
themselves cubes in 1"[ ~J by the remarks at the end of Section 7.5 and 
the fact that units of 1"[ HJ are ±I (Exercise 7.4.5). 

7.6.3. Suppose x + ~ = (a + bH)3 is a cube in 1"[HJ, so a and b 
are ordinary integers. Deduce that 
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7.6.4. Deduce from Exercise 7.6.3 that b = ±I, a = :±:l and hence the 
only natural number solution for x is 5. 

7.7* Factorizing a Sum of Two Squares 

Diophantus' identity 

(a2 + b2)(C2 + d2) = (ac - bd)2 + (ad + bC)2 

tells us that when we multiply sums of two squares the product 
is also a sum of two squares. What happens when we divide? Is a 
divisor of a sum of two squares a sum of two squares? If a and b 
have a common divisor d, then a 2 + b2 has the divisor d2 , which is 
trivially the sum 02 + d2 of two integer squares. And if we stick to a 
and b with no common prime divisor we have the following elegant 
theorem, discovered by Euler in 1747. 

Divisors of sums of two squares. If gcd(a, b) = I, then any 
divisor of a2 + b2 is of the form c2 + d2, where gcd(c, d) = 1. 

Proof Each divisor e > 1 of a2 + b2 is a product of Gaussian prime 
divisors of a2 + b2 , by unique prime factorization in ~[il. Because 
a 2 +b2 = (a + ib)(a - ib), each Gaussian prime divisor q+ir of a2 +b2 

divides either a + ib or a - ib. And because gcd( a, b) = I, none of the 
divisors q + ir is a real prime p, as ~ ± i~ is not in ~[i]. 

Now the Gaussian prime divisors of e occur in conjugate pairs 
q + ir, q - ir, because if q + ir divides e so does q - ir, by taking 
conjugates. From each pair we collect the member dividing a + ib, 
and form their product c + id. Then the conjugate members dividing 
a - ib have product c - id, and 

e = (c + id)(c - id) = c2 + d2 . 

Also gcd(c, d) = I, because a common (real) prime divisor p of c 
and d would divide a + ib and hence both a and b, contrary to 
assumption. 0 

This proof is another example of the way ~[i] refines our under­
standing of ~. It shows that factorization into natural numbers of the 
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form ;>(.2 + y2 can be viewed as a consequence of factorization into 
Gaussian integers. Moreover, it is simpler to view the situation this 
way, as the proof using real integers alone is more complicated. 

Exercises 

There is a similar theorem about divisors of numbers of the form a2 + 
2b2 , and it may be proved similarly using unique prime factorization in 
Z[,J-2]. 

7.7.1. If gcd(a, b) = I, show that any divisor of a + b,J-2 is of the form 
e + d,J-2 with gcd(e, d) = 1. 

7.7.2. Deduce from Exercise 7.7.1 that ifgcd(a, b) = 1 then any divisor of 
a2 + 2b2 is of the form e2 + 2d2 with gcd(e, d) = 1. 

Euler's theorem on the divisors of a2 +b2 ties up nicely with the idea of 
"factorizing" Pythagorean triples explored in the exercises to Section 5.4. 

7.7.3. Show that a divisor e2 + d2 of a2 + b2 corresponds to a Pythagorean 
triple (2ed, b2 -e2 , b2 +c2 ), which is a "factor" of the triple (2ab, a2 _ 

b2 , a2 + b2 ). Illustrate this result with the triple (319,360,481) from 
Plimpton 322. 

7.8 Discussion 

Complex Numbers and Geometry 

The geometry of complex numbers is a vast subject. It covers not 
only the Euclidean plane but also the sphere, the non-Euclidean 
plane and even non-Euclidean space. On all of these objects, it 
is possible to describe isometries by simple functions of a com­
plex variable. We have seen how this happens when the Euclidean 
plane is interpreted as ([, and it happens similarly on the sphere 
and the non-Euclidean plane when they are suitably mapped to the 
Euclidean plane. 
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A complex coordinate on the sphere is obtained by stereo­
graphic projection (Section 4.6*) from the sphere to the plane C. 
This projects every point on the sphere, except the north pole, to 
a complex number z we take as its coordinate. We take 00 as the 
coordinate ofthe north pole, which works perfectly in this situation. 
In particular, the half turn of the sphere about the real axis that ex­
changes the north and south poles sends the point with coordinate 
z to the point with coordinate l/z, so 00 is exchanged with 1/00 = 0, 
as it should be. General rotations of the sphere turn out to be the 
functions of the form a!+b . 

-bz+a 
The non-Euclidean plane mentioned in Section 3.9* has an ob-

vious complex coordinate, because it is naturally viewed as the half 
plane of complex numbers x + iy with y > O. In fact, this is how 
it was introduced by Poincare (1882), and he went on to show that 
its orientation-preserving isometries are the functions ~:!~ with 
a, b, c, d real and ad - bc > O. Examples are the function 2z, which 
"translates" points z along the imaginary axis, and -1/ z, which is 
a "half turn" about the point i. The simplest orientation-reversing 
isometry is reflection -2 of z in the imaginary axis. 

Figure 7.6 shows a tessellation ofthe half plane by triangles with 
angles Jr/2, Jr/3, and Jr/7. It is clear enough to the eye that all the 
triangles have the same angles, but they are also congruent in the 
sense of non-Euclidean geometry. The picture was in fact generated 
from one triangle by repeatedly reflecting in its sides. One of its 
symmetries is a translation along the imaginary axis. 

Projection from line to circle (Section 4.6*) can be extended to 
a map fez) = ;~: of the half plane onto the unit disk (z : Izl < I}. 
(Incidentally, this accounts for the formula ~~: in Exercise 4.3.2 that 
gives all rational points on the circle as t runs through the rationals.) 
This correspondence between the half plane and the disk allows 
the latter to be used as another "model" of the non .. Euclidean plane, 
much as one uses different map projections in geography to model 
the sphere. The half plane and disk models look somewhat similar, 
because the function fez) = ~~: preserves angles and circles. 

The disk model also reveals a striking algebraic analogy between 
the sphere and the non-Euclidean plane. When we use z as a coor­
dinate in the disk model, its orientation-preserving isometries are 
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FIGURE 7.6 (2,3,7) tessellation of the half plane. 
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the functions ~Z+~, differing from those of the sphere only by one 
bz+a 

- sign. This is just one of many ways in which the non-Euclidean 
plane is "opposite" to the sphere. It has many parallel lines and the 
sphere has none, its triangles have angle sum < Jr and those of the 
sphere have angle sum> Jr, and so on. 

Poincare (1883) generalized the half plane model to a "half space 
model" of non-Euclidean space by considering the upper half of three­
dimensional space, the half above the (x, y)-plane say. He defined 
the isometries of this space to be products of reflections in spheres 
with centers on the (x, y)-plane. Reflection in a sphere is defined 
analogously to reflection in a circle (Section 3.9*) and gives a geom­
etry of the half space analogous to the non-Euclidean geometry of 
the half plane. 

Despite the third dimension, the isometries of non-Euclidean 
space can be represented by functions of the complex variable z = 
x + iy. This is because the spheres of reflection are determined by 
the circles in which they cut the (x, y)-plane, so reflections in the 
latter circles determine the reflections in the spheres above them. 
Products of these reflections in circles then determine all isometries 
of the half space, and in this way Poincare found that the orientation­
preserving isometries of non-Euclidean space correspond to all the 
complex functions ~:~~ with ad - bc =f. o. 

Notice that in all cases the isometries are represented by linear 
fractional functions of z, that is, quotients of linear functions az + b 
and cz+ d. 

Poincare's space explains why isometries are linear fractional 
functions in all three geometries of surfaces-Euclidean plane, 
sphere, and non-Euclidean plane-these surfaces inherit their isome­
tries from non-Euclidean space. All three geometries actually occur 
in non-Euclidean space: Euclidean planes as planes parallel to the 
(x, y)-plane, spheres as ordinary spheres lying completely in the 
upper half space, and non-Euclidean planes as vertical half planes 
and hemispheres with their centers on the (x, y)-plane. This amazing 
unification of geometry was discovered by Eugenio Beltrami (1868), 
though it was Poincare (1883) who first linked the geometries by 
linear fractional functions. For more details, see Stillwell (1992) or 
the papers of Beltrami and Poincare in Stillwell (1996). 
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Quadratic Forms 

The story of sums of squares, which started another thread in the 
history of complex numbers, also took a turn toward non-Euclidean 
geometry in the 19th century. 1b see how this came about, we have 
to say more about the work of Fermat and Lagrange. 

Fermat's two squares theorem, describing the primes of the form 
x2 + y2, was the first of several such theorems. Fermat also described 
the primes of the form x2 + 2y2 (they are the primes p == 1 or 3 
(mod 8)) and the form x2 + 3y2 (they are the primes p == 1 (mod 3)). 
However, he failed to find any such description of the primes of the 
form x2 + 5y2. The reasons for this did not become completely clear 
for another two centuries, but Lagrange made important progress in 
1773. 

Lagrange decided to develop a general theory of binary quadratic 
forms, that is, functions of the form ax2 + bxy + cy2, where a, b, 
c are integer constants and x, yare integer variables. Problems of 
Fermat's type then fall under the general problem of finding the 
possible values of a binary quadratic form, and in particular, finding 
the possible prime values. Lagrange noticed that many forms are 
equivalent in the sense that they are related by a change of variables. 
For example, if we substitute 

x = x' + y', 

y=y' 

in x2 + y2 we get the form X ,2 + 2x'y' + 2.11,2, which takes exactly 
the same values. Why? Because as x' and y' run through all pairs of 
integers, so do x = x' + y' and y = y'. Forms related by such a change 
of variables are called equivalent because they have the same sets of 
values. 

It is not hard to work out that the transformations 

x = ax' + by', 

y = cx' +dy' 

relating equivalent forms are those for which a, b, c, d are integers 
and ad - bc = ±1. Such transformations are now called unimodular. 
Lagrange used them to find the "simplest" form in a class of equiva-
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lent forms, and in this way found more efficient proofs of Fermat's 
theorems and many others. 

The story turned geometric when Gauss noticed that the equiv­
alents of a given form could be viewed as points in the upper half 
plane, related by functions 

az+b 
f(z) = cz+ d 

corresponding to the unimodular transformations. Because f is a lin­
ear fractional function with real coefficients, it is an isometry if the 
half plane is interpreted as the non-Euclidean plane. Gauss didn't re­
alize what kind of geometry he was looking at here (though in fact he 
had speculated about non-Euclidean geometry in an abstract way), 
but Poincare did, and he used geometric insights to help understand 
quadratic forms. 

Poincare realized, in fact, that the real problem was to understand 
unimodular transformations, which form a nonabelian group. This 
was the first nonabelian group encountered in number theory, and 
the first time the group concept was used to make a bridge from 
number theory to geometry, where the problem could be more easily 
understood. 

Quadratic Integers and Lattices 

In this chapter we have given several impressive results that follow 
from unique prime factorization in the rings of quadratic integers 
1':[i] and 1':[ A]. Nevertheless, some readers may feel that unique 
prime factorization is a trivial property, which doesn't deserve the 
credit for Fermat's two squares theorem (say) or for showing that 
there is only one positive integer solution of y3 = x2 + 2. 

In fact, unique prime factorization cannot be taken for granted, 
because it is sometimes false, and it is worth taking a closer look at 
the conditions that make it possible. 

The proofs of unique prime factorization in 1':[i] and 1':[R] 
depend on finding a division property, like the one for 1':, which 
depends in turn on the "shape" of 1':[i] and 1':[ A] in the plane C. 
For example, to establish the division property of .:qi] we used the 
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fact that its members lie at the corners of a square grid, and hence 
so do the Gaussian integer multiples of any number {3 i= o. 

It is not clear that this process will always work, and it will cer­
tainly fail for ~[A], because ~[A] does not have unique prime 
factorization. An example that shows this is 

6 = 2 x 3 = (1 + yCS)(l - yCS). 

The factors 2,3 and 1 + A, 1 - A are all primes in ~[A], as 
can be seen most easily by using the norm 

N(a + byCS) = la + byCSI 2 = a2 + 5b2 . 

The norms of 2, 3, 1 + A, 1 - A are 22, 32 , 6, 6, respectively, 
and the proper divisors 2 and 3 of these norms are not norms of any 
numbers in ~[A]. Hence 2,3, 1 + A, 1 - A have no proper 
divisors, and therefore they are primes. 

The failure of unique prime factorization in ~[A] can also 
be explained by a geometric property, which neatly distinguishes 
~[A] from ~[i] and ~[N]. All of these rings are abelian groups 
under addition of complex numbers, and they and their subgroups 
are called lattices (because that is what they look like if their 
neighboring members are joined by lines; look again at Figure 7.4). 

Prime factorization is related to certain subgroups called ideals. 
An ideal I in a ring R is a subgroup with the additional property that 

(a member of I) x (a member of R) = (a member of I). 

It turns out that each ideal in ~[i] is of a specially simple type called 
principal; it consists of all the multiples of some nonzero mem­
ber {3. The same is true of ideals in ~[N]. In fact, this explains 
algebraically why prime factorization is unique in ~[i] and ~[N], 
because unique prime factorization is true of any ring in which all 
ideals are principal (the proof is basically the proof of the prime divi­
sor property in Section 1.6). It follows that in a ring such as ~[.J=5], 
where prime factorization is not unique, there will be ideals that are 
not principal, and hence not the same shape as the ring itself. 

This allows us to "see" the failure of unique prime factorization 
in l'[.J=5], in the shape of a nonprincipal ideal. Figure 7.7 shows 
~[.J=5], with stars marking the members of the ideal consisting of 
sums of multiples of 2 and 1 + .J=5. It is clear that the lattice of 
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FIGURE 7.7 A nonprincipal ideal in l'[y'=5]. 

stars is not rectangular, whereas 1'[ H] itself is. Hence the lattice 
is a nonprincipal ideal. 

These examples give only a glimpse of the fascinating structure 
behind unique prime factorization in the quadratic integers. Readers 
are urged to consult Artin (1991) for details and Dedekind (1877) for 
the history of the subject. However, I cannot resist making one more 
tantalizing remark, because it unites the current train of thought 
with the previous one. Fermat's trouble with x2 + 5y2 is due to the 
failure of unique prime factorization in Z[ H] and in fact quadratic 
forms and quadratic integers are really the same subject. Both depend 
on the study of lattice shapes, and lattice shapes are most natu­
rally located in the non-Euclidean plane. Thus an roads lead to 
non-Euclidean geometry! 



Conic Sections 

CHAPTER 

8.1 Tho Much, Tho Little, 
and Just Right 

Conic sections, as their name suggests, are curves obtained by cut­
ting a cone by a plane. They have been studied since ancient times, 
originally because of their affinity with the circle, and with revived 
interest since the 17th century when it was found that they model the 
paths of projectiles, comets, and planets. Another motive for study­
ing them is their ability to "construct" numbers not constructible by 
ruler and compass, such as ,{,12. Perhaps the best way to explain why 
the same curves arise in these apparently unrelated situations is to 
say that conic sections are the simplest curves, apart from straight 
lines. Therefore, of all the curves that can turn up in the world of 
mathematics, the conic sections will turn up most often. 

Their simplicity is measured by the degree of their equations, 
something that was unknown to the ancients, but independently 

discovered by Fermat and Descartes when they invented analytic 
geometry. As we know, straight lines have equations of degree I, 
ax + by = c. The conic sections (or conics, as they are often called) 
are the curves with equations of degree 2. 
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x y 

FIGURE 8.1 The cone. 

1b see why conics have degree 2, consider the cone x2 +y2 = k2z2 

shown in Figure 8.1. First of all, why is this the equation of a cone? 
One sees that the horizontal sections z = constant are the circles 
x2 + y2 = (k x constant) 2 . It follows that the surface x2 + y2 = k2 Z2 is 
symmetric about the z-axis, and hence all sections by vertical planes 
through the z-axis must look the same. But the section through the 
plane x = 0 is y2 = k2 Z2, which is the pair of lines y = ±kz, so the 
surface is in fact the cone obtained by rotating these lines about the 
z-axis. 

The conic sections proper are the intersections of the cone 
with planes not passing through the origin. Such a plane can meet 
the cone in three different ways, and the corresponding curves 
of intersection (Figure 8.2) are called the hyperbola, ellipse, and 
parabola, from the Greek meaning roughly "too much," "too little," 
and "just right." Other English words with the same origin are "hy­
perbole" (something exaggerated or excessive), "ellipsis" (something 
cut short), and "parable" (something that runs alongside). 

The same broad classification "too much," "too little," and "just 
right" occurs elsewhere in mathematics. For example, geometries 
and differential equations are both divided into hyperbolic, elliptic, 
and parabolic types. The parabolic case is always the exceptional, 
transitional case between hyperbolic and elliptic. Among the conic 
sections, the parabola is the exceptional case where the cutting plane 
is parallel to one of the lines in the cone. This happens when the 
cutting plane has slope ±k. Hyperbolas occur when the cutting plane 
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FIGURE 8.2 Hyperbola, ellipse, and parabola as sections of a cone. 

slopes lito a much" and cuts both halves of the cone, ellipses occur 
when the cutting plane slopes "too little," and cuts the cone in only 
a finite curve. 

The geometric difference between hyperbola, ellipse, and 
parabola can also be recognized by algebra. Because the cone is 
symmetrical about the z-axis, there is no loss of generality in assum­
ing the cutting plane to be perpendicular to the W, z)-p1ane, so its 
equation is ofthe form cy+dz = e. In fact, dividing by the coefficient 
of z (or by the coefficient ofy if the coefficient of z is zero), we get 
the equation of the cutting plane to be either 

cy+z = e or y=e. 

If the latter, we substitute y = e in the equation to the cone and get 

k2~ _x2 = e2 

as the equation of the resulting hyperbola. If the former, we sub­
stitute z = e - cy in the equation x2 + y2 = ~ z2 of the cone and 
get 

x2 + y2(l - ~C2) + 2~cey = k2e2. 

Thus the coefficient of y2 depends on the slope -c of the cutting 
plane. It is 
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• Less than 0 if c2 > k2 , which happens if the conic section is a 
hyperbola. 

• Greater than 0 if c2 < k2 , which happens if the conic section is 
an ellipse. 

• Equal to 0 if c2 = k2 , which happens if the conic section is a 
parabola. 

The equation x2+y2(l-k2 c2)+2k2cey = k2e2 is the relation between x 

and y on the conic section, so it is really the equation of the projection 
of the curve in the (x, y)-plane. However, if we introduce coordinates 
in the cutting plane itself, the only change is to multiply the y­
coordinate by a constant factor. It remains true that the coefficients 
of x2 and y2 have opposite signs for a hyperbola, they have the same 
sign for an ellipse, and there is no y2 term for a parabola. 

We can rewrite the equation 

x2 + y2(l - k2 c2 ) + 2k2cey = k2 e2 

in the form 

x2 =Dy+C2 or 

according as 1 - k2c2 = 0 or not. Both these equations can be simpli­
fied by replacing y by y plus a suitable constant, that is, by a change 
of origin. The first becomes 

x2 = Dy when y is replaced by y - C2 / D, 

and the second becomes ("completing the square") 

x2 + Ay2 = C2 - AB2 when y is replaced by y - B. 

With a little further tidying-dividing through to make the constant 
term I, writing positive coefficients as squares and negative co­
efficients as negatives of squares-we finally obtain the simplest 
possible equations for the conic sections: 

x2 y2 
- - - = 1 (hyperbola) 
a2 b2 

x2 y2 
a2 + b2 = 1 (ellipse) 

y = ax2 (parabola), 

where a and b are nonzero constants. 
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Exercises 

It is possible to check that all nonzero values of a and b actually arise 
from sections of cones, though this is a little tedious to do directly. In the 
case of the parabola, it is better to do the following. 

8.1.1. Show that all parabolas have the same shape. In particular, if x, 
yare replaced by cx, cy for a suitable constant c, show that the 
equation y = ax2 becomes y = x2 . 

The shape of a hyperbola or ellipse is determined by the ratio of the 
coefficients of x2 and y2 . 

8.l.2. Show that hyperbolas of arbitrary shape occur as vertical sections 
of the cone x2 + y2 = k2 Z2 as k varies. 

8.l.3. Show that ellipses of arbitrary shape come from cutting the cone 
x2 + y2 = Z2 by suitable planes y - dz = 1. 

Ellipses can also be obtained as sections of a circular cylinder. 

8.l.4. Write down the equation of a circular cylinder symmetric about 
the z-axis, and find the equation of its intersection with the plane 
y = mz, using suitable coordinates in the latter. 

8.2 Properties of Conic Sections 

The conic sections have many interesting properties, and in this 
book we can mention only a few, as we wish to concentrate on 
our main theme, the relations between numbers, geometry, and 
functions. However, it is impossible to resist a brief look at some 
of the properties that make conic sections physically significant. 
These properties are not closely related to the cone; they come to 
light when the conic sections are seen from a different geometric 
viewpoint. 

A conic section C can be defined in terms of a point F called its fo­
cus and a line 'D called its directrix. C is simply the set of points whose 
distance from F is a constant multiple of its perpendicular distance 
from 'D (Figure 8.3). The multiple is called the eccentricity, e. 



252 8. Conic Sections 

'D Q 
------~------------------------.x 

FIGURE 8.3 Focus and 
directrix of a conic section. 

We take D to be the x-axis and F to be the point (0,1) for 
convenience. Then if P = (x, y) we have 

FP = JXL + (y - 1)2 and PQ = y, 

and therefore 

JX2 + (y - 1)2 = ey. 

Squaring both sides gives 

x2 + (y _ 1)2 = e2y2, 

and therefore 

x2 + (1 - e2)y2 - 2y + 1 = O. 

For e = 1 this is the parabola 2y = x2 + 1. For e < 1 it is an ellipse, 
and for e > 1 a hyperbola, as may be checked by completing the 
square and shifting the origin. 

The focus is physically significant in Newton's theory of gravita­
tion, because planets and comets travel on conic sections with the 
sun at their focus. (Of course, this is an idealization of the real sit­
uation. The mathematical situation, which closely approximates the 
real one, assumes two point masses with an inverse square law of 
attraction. Then if one mass is taken as the origin of coordinates, the 
other moves along a conic section with the origin as its focus.) This 
is a very famous result, but it would be a big detour for us to prove 
it. Instead, we shall prove another important property of the focus, 
which is the reason for its name, the Latin word for fireplace. l Kepler 

lThis meaning is also evident in the word for focus used in German, "Brennpunkt," 
meaning burning point. 
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gave it this name, knowing that if rays from a distant source fall 
directly onto a parabolic mirror, they are all reflected to the focus, 
and hence heat is concentrated there. 

Focal property of the parabola. Lines parallel to the axis of 
symmetry of a paraboZa are reflected through the focus 

Proof Given any point P on the parabola, consider the perpendicu­
lar from P to Q on the directrix (Figure 8.4). Then 1f F is the focus, 
the focus-directrix property gives 

FP=PQ. 

It follows that the equidistant line T of F and Q meets the parabola 
at P. We wish to show that T does not meet the parabola at any other 
point, so that T is the tangent at P. 

If, on the contrary, T meets the parabola at a second point pi, 

then F and Q are also equidistant from P', so FP' = PIQ. But the 
focus-directrix property of pi says that FP' = pi Q', where Q' =f. Q 

is the perpendicular projection of pi onto the directrix. This implies 
P'Q = P'Q', which is contrary to Pythagoras' theorem. 

Thus T is indeed the tangent at P. Because T is also the equidis­
tant line of F and Q, the angles marked </> in Figure 8.4 are equal, 
and hence so are the angles marked (), where N is the normal at P. 

In particular, this means that the vertical line striking the inside of 
the parabola at P is reflected through the focus F. 0 

directrix Q 

FIGURE 8..4 Thngent, 
normal, focus, and directrix 
of the parabola. 
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Exercises 

The focal property of the parabola was first proved by the Greek mathe­
matician Diocles, in a book On Burning Mirrors written around 200 B.C. 

As the title suggests, Diocles was aware of the potential applications of 
the theorem, and there is indeed a story that Archimedes used burning 
mirrors against Roman ships. It is probably only a legend, however; the 
Greeks did not care much for practical applications of geometry, and this 
one is of doubtful practicality in any case. 

8.2.1. Comment on the feasibility of building a parabolic mirror to burn 
ships. 

The most comprehensive ancient book on conic sections is the Conics 

of Apollonius. It was also written around 200 B.C., but it does not mention 
the focus of the parabola, although it includes a proof of a more difficult 
focal property of the ellipse. 

To give a modern proof of this theorem, it helps to know that the 

ellipse * + '" = 1 has eccentricity e = /1 - b2 /a2 , foci at (±ae, 0), and 
directrices x = ±a/ e. (There are two of each because of the obvious 
symmetry of the ellipse.) Once this is known, it is relatively easy to 
check the focus-directrix property. 

8.2.2. Check that the distance from (ae, 0) to any point P = (x,y) on the 
ellipse is e times the distance of P from the line x = a/e. 

The focus-directrix property has a practical consequence known as 
the "thread construction of an ellipse:' 

8.2.3. Deduce from Exercise 8.2.2 that the sum of distances from the foci 
to any point on the ellipse is constant. 

Thus if a length of thread is tied to a pair of nails at the foci F\ and F2 

(Figure 8.5) and pulled tight by a pencil at P, then the pencil will draw 
an ellipse. 

The focal property of the ellipse found by Apollonius states that the 
lines F]P and F2P make equal angles with the tangent at P. Th prove this, 
let T be the line through P that does make equal angles with F2P and FIP. 

The problem then is to show that T does not meet the ellipse at a second 
point p', so that T is the tangent. 

The latter problem is solved by a classic argument, which shows that 
the line F]PFz reflected off the liTIf~ T is the shortest path from F] to T 
to F 2 . 
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FIGURE 8.5 Foci, tangent, and 
normal of an ellipse. 

FIGURE 8.6 Minimality of the 
path of reflection. 

8.2.4. By considering the reflection F; of Fl in '1 (Figure 8.6) and the 
triangle inequality, show that F1PFz is shorter than any other path 
F1P'Fz from Fl to '1 to Fz. 

8.2.5. Deduce from Exercise 8.2.4 and the constancy of the sum of focal 
distances in the ellipse that '1 is the tangent to the ellipse at P. 

This proves the focal property of the ellipse. If we fix one focus of 
the ellipse and let the other tend to infinity, we obtain the parabola as an 
"ellipse with one focus at infinity." The lines through the focus at infinity 
become parallel, and thus the focal property of the parabola is a limiting 
case of the focal property of the ellipse. 

8.2.6. Investigate whether there is an analogous focal property of the 
hyperbola. 

8.3 Quadratic Curves 

The calculations of Section 8.1 show that all conic sections are 
quadratic curves, because their equations take the form 

x2 y2 
---=1 
a2 b2 

(hyperbola) 
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x2 y2 
a2 + b2 = 1 

y= ax2 

(ellipse) 

(parabola) 

when axes are suitably chosen. Thus in each case the equation can 
be written in the form q(x, y) = a where q is a quadratic polynomial. 

However, it is not yet clear that all quadratic curves are conic 
sections. There is, in fact, a trivial exception-pairs of straight lines. 
The straight lines x = 3y and x = 4y, for example, can be com­
bined into the quadratic equation (x - 3y)(x - 4y) = a, so the pair 
is technically a quadratic curve. We call this pair of straight lines a 
degenerate quadratic curve because it results from a genuine curve 
(x - 3y)(x - 4y) = c as c shrivels to o. Another degenerate quadratic 
curve is represented by the equation x2 + y2 = a for the single point 
(a, 0). This curve results from degeneration of the circle x2 + y2 = c2. 

Degenerate quadratic curves q(x, y) = a can be spotted when 
q(x, y) splits into linear factors (possibly with complex coefficients), 
so they are not a problem. But what about the genuine curve xy = I? 
Can we transform its equation into one of the three by suitable choice 
of axes? 

The answer is that all nondegenerate quadratic curves have equa­
tions of one of the three types, relative to suitable axes. Hence the 
genuine quadratic curves are all conic sections. This discovery of 
Fermat and Descartes was very important in the development of 
geometry, because it showed for the first time that the algebraic 
concept of degree is geometrically significant. Their result can be 
obtained in two steps: rotation of axes and shift of origin. 

Suppose that we are given the most general quadratic curve 

ax2 + bxy + cy2 + ax + ey + f = o. 

1. We first make the substitution 

x = x' cosO + y' sinO 

y = -x' sinO + y' cosO, 

which amounts to choosing x'- and y'-axes at angle 0 to the x- and 
y- axes, by the sin and cos addition formulas of Section 5.3. By 
suitable choice of 0, ax2 + bxy + cy2 takes the form a'x,2 + C'y'2, as 
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the following calculation shows: 

ax2 + bxy + Cy2 = a(x,2 COS2 () + 2x' y' cos () sin 0 + y,2 sin2 (}) 

+b( _X,2 cos () sin () + x'y' (cos2 () - sin2 ()) 

+y,2 cos () sin (}) 

+C(X,2 sin2 () - 2x'y' cos () sin e + y,2 cos2 (}). 

The coefficient of x'y' is 

a sin 2(} + b cos 2(} - c sin 2(} = (a - c) sin 2(} + b cos 2(}; 

hence to make it zero we need 

(c - a) sin2(} = bcos2(}. 

If c - a = 0, we can satisfy this equation by choosing () so that 
cos 2(} = o. Otherwise we choose () so that tan 2(} = b I (c - a), 
which is always possible because tan 2(} takes all real values. 

We are assuming b =I 0 (otherwise there is no need to rotate 
the axes), hence in both cases sin 2(} =I O. In the first case, this 
is because cos 2(} = 0, and in the second because tan 2(} =I O. We 
can use this fact to show that the coefficients of X,2 and y,2, 

a' = a cos2 () - b cos () sin () + c sin2 () 

and c' = a sin2 () + b cos () sin () + c cos2 (), 

are not both zero. If they are, then adding the equations a' = 0 
and c' = 0 gives a + c = 0 or c = -a. But in this case, subtracting 
the equation a' = 0 from c' = 0 gives 0 = b sin 20, contrary to the 
facts that b =I 0 and sin 2(} =I o. 

2. Relative to the new axes, the curve has an equation of the form 

a'x,2 + c'y,2 + d'x' + e'y' + f' = 0, 

with a' and c' not both zero. Now we shift the origin, substituting 
x" + A for x' and y" + C for y'. This gives the equation 

a' (x"z +2Ax" +A Z)+C' (y"z +2Cy" +Cz)+d' (x" +A)+e' (y" +C)+f' = o. 
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If a' =j:. 0 we make the coefficient 2a'A + d' of x" zero by choosing 
A = -d' /2a'. If b' =j:. 0 we make the coefficient 2c' C + e' of y" zero by 
choosing C = -e' /2e'. Because a' and e' are not both zero, this gives 
an equation of one of the forms: 

a"x"Z + e"y"Z = f", 

or a"x"z = e"y" + f", 
""Z d" "+f" or e y = x . 

A further shift of origin and renaming of variables and constants 
converts the latter two of these equations to the standard equation 
of the parabola, 

y = axz. 

The former equation becomes the standard equation of the hyper­
bola or the ellipse, according as a" and e" have opposite or equal 
signs-unless the constant f" = 0, in which case it represents a 
degenerate quadratic curve. 

Exercises 

The examples of degenerate quadratic curves given above-the pair of 
lines x = 3y and x = 4y and the single point (D, D)-could be regarded as 
conic sections. After all, a plane can cut a cone in a pair of intersecting 
lines or a single point. 

8.3.l. Show, however, that there is a degenerate quadratic curve that is 
not a section of a cone. Is it a section of a "degenerate cone"? 

8.3.2. The lines * = ±~ are called the asymptotes of the hyperbola 

~ - ~ = 1. Describe how the hyperbola is related to its asymptotes, 
both in terms of degeneration and in terms of the cone. 

Rotation of axes allows us to identify the quadratic curve xy = 1 as a 
hyperbola. Can you guess in advance how far the axes should be rotated? 

8.3.3. Show that the curve xy = 1 is the same (after suitable rotation of 
axes and renaming of variables) as the hyperbola x2 - y2 = 2. 
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This raises the question: how might we tell in advance whether a 
quadratic curve is a hyperbola, ellipse, or parabola? The answer is cer­
tainly known after step 1. The curve is a parabola if one of a' or c' is zero, 
it is a hyperbola if they have opposite signs, and it is an ellipse if they 
have the same sign. Thus the problem is to detect these properties of a' 
and c' from properties of a, b, and c. 

These properties are most easily brought to light using matrices, so for 
the rest of this exercise set we shall assume a basic knowledge of matrices 
and determinants. (The only facts we actually need are that the product 
of matrices corresponds to the composition of substitutions, and that the 
determinant of a product is the product of the determinants. A really 
tenacious reader may be able to prove these facts from first principles.) 

The substitution 

x = x' cose + y' sine 

y = -x' sine + y' cose, 

is written in matrix notation as 

[xJ [cose 
y - - sine 

SineJ [xIJ . 
cose y' 

The usefulness of matrices here is due to the fact that we can also write 
the quadratic form ax2 + bxy + cy2 as a matrix product, namely, 

8.3.4. 

ax2 + bxy + cy2 = [x y] [b/~ b/~J [;J . 
Deduce that if a'x,2 + b' x' y' + c' y'2 = [x' y']." is the [ (/ bl/ZJ [xIJ 

b'/2 c' y' 
quadratic form resulting from ax2 + bxy + cy2 by the substitution, 
then 

[ a' 
b'/Z 

bl/ZJ = [cos e 
c' sine 

- SineJ [ a blZJ [ cose 
cose biZ c - sine 

SineJ. 
cose 

8.3.5. Deduce from Exercise 8.3.4, by taking determinants of both sides, 
that 

b'2 _ 4a' c' = b2 - 4ac. 

8.3.6. Conclude from Exercise 8.3.5 that a nondegenerate quadratic curve 

ax2 + bxy + cy2 + dx + ey + f = 0 
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is 

• a hyperbola if b2 - 4ac > 0, 

• an ellipse if b2 - 4ac < 0, 

• a parabola if b2 - 4ac = o. 

8.4* Intersections 

As far as we know, the conic sections were first studied by 
Menaechmus, a Greek mathematician who lived around 350 B.C. 

Menaechmus was searching for a construction of ;(2, which, as 
we now know (from Exercises 3.2.5* to 3.2.8*, for example), is 
not constructible by ruler and compass. This was not known in 
ancient Greece, but apparently it was suspected, because construc­
tions of ;(2 were sought using curves other than straight lines and 
circles. Menaechmus' solution was the simplest, because it used only 
quadratic curves, the hyperbola, and the parabola. 

In terms of coordinates, his construction is almost a triviality. 
One takes the parabola y = x2 /2 and intersects it with the hyperbola 
xy = 1. At the intersection, y = x2 /2 = l/x: therefore x3 = 2 and so 
x = ;(2. It is also not difficult to regard the parabola and hyperbola 
as "constructible" in a reasonable sense. We have seen the "thread 
construction" of the ellipse in Exercise 8.2.3, and there are many 
other mechanical constructions of conic sections. Assuming such 
constructions are available and that they allow the curves to be con­
structed from their coefficients, we can study numbers constructible 
from conic sections. As with ruler and compass constructions, the 
idea is to form intersections of conic sections and straight lines, 
then to use the resulting points to construct further lines and con­
ics, and so on. Because the circle is a particular conic section, these 
constructions will include the ruler and compass constructions, and 
square roots in particular. 

It is not hard to generalize Menaechmus' construction to show 
that if a number is constructible from conic sections, then so is its 
cube root. Thus the numbers constructible from conic sections include 
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all numbers obtainable from 1 by rational operations, square roots, and 
cube roots. 

The converse statement is also true. It depends on finding the 
equations that arise from intersections of conic sections, and solving 
these equations by rational operations, square roots, and cube roots. 
Again, I shall not do all the details, but I hope to explain why square 
roots and cube roots are crucial. (The details of this part can be 
completed by doing the exercises, however.) 

As we know from the last two sections, conic sections are 
quadratic curves, and any conic may be brought into one of the 
standard forms 

x.2 y2 
---=1 
a2 b2 

x.2 y2 
a2 + b2 = 1 

Y = ax.2 

(hyperbola) 

(ellipse) 

(parabola) 

by rotation of axes and shift of origin. The amount of shift is de­
termined by a rational computation, and the rotation depends on 
finding cosO and sinO when tan 20 is known. Because 

sin 20 sin 20 
tan 20 = -- = -r:==;=::;;;:=::=;;: 

cos 20 Jl - sin2 20' 

we can find sin 20 from tan 20 by solving a quadratic equation. Then 
because 

sin 20 = 2sinOcosO = 2sinOJ1- sin2 0, 

we can find sin 0 from sin 20 by solving another quadratic equation, 
and we can find cos 0 similarly. This means we can find the coeffi­
cients of the standard form conic by rational operations and square 
roots. It also means that the coefficients of any given conic, relative 
to the new axes, are computable by rational operations and square 
roots. 

The good thing about the standard form equations is that they 
can all be solved for y as a function of x. using rational operations 
and (at most one) square root. Namely: 

[02 

y=b --1 
a2 

(hyperbola), 
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Hz 
y=b 1-­

a Z 
(ellipse), 

(parabola). 

Now suppose we wish to find the intersection of the standard form 
conic C1 with any other conic Cz, whose equation relative to the new 
axes is, say, 

AxZ + Bxy + Cy2 + Dx + Ey + F = o. (CZ) 

If C1 is Y = ax2, we substitute axz for y in Cz, obtaining a quartic 
(fourth-degree) equation for y. As will be seen in Exercises 8.4.1 

and 8.4.2, this equation can be solved by rational operations, square 
roots, and cube roots. 

If C1 is y = bJr±-(-1---~-~-), we substitute this for yin C2 , obtaining 

AX2+BbXJ± (1 - :~ )±Cb2 (1 - :: )+DX+Eb!± (1 - :~ )+F = 0 
or 

AX2 ± Cb2 (1 - ::) + Dx + F = b( - Bx - E)J ± (1 - :~). 
Squaring both sides of this gives a quartic equation for x, hence it 
again follows that it can be solved by rational operations, square 
roots, and cube roots. 

Tb sum up, what we have shown in outline is the following: the 
numbers constructible by conic sections are precisely those obtainable 
from 1 by rational operations, square roots, and cube roots. 

Exercises 

The solution of the quartic equation was discovered by Cardano's student 
Lodovico Ferrari in 1545. The first step is a small simplification of the 
equation by change of variable. 

8.4.1. Show the general quartic equation X4 + ax3 + bx2 + cx + d = 0 takes 
the form X4 + px2 + qx + r = 0 when x is replaced by x + s for a 
suitable constant s. 
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The latter quartic equation can be rewritten 

(Why?) This suggests that both sides might be made into squares simul­
taneously by adding an appropriate quantity. If so, we can reduce the 
quartic to a quadratic by taking the square root of both sides. 

8.4.2. Show that the previous equation implies 

for any y. 

The left-hand side is a square by construction. The right-hand side is 
a quadratic in x, and we aim to make it a square by finding a suitable y. 

8.4.3. Show that AX2 + Bx + C = A(x + Bj2A)2 when B2 - 4AC = O. 

8.4.4. When AX2 + Bx + C = (p + 2Y)X2 - qx + (p2 - r + 2py + y2), check 
that B2 - 4AC is a cubic in y. Hence conclude from the previous 
exercises, and Exercises 7.2.1 and 7.2.2, that the general quartic 
equation may be solved by rational operations, square roots, and 
cube roots. 

8.5 Integer Points on Conics 

Because conic sections are quadratic curves, we understand in prin­
ciple all the rational points on a conic section C. Assuming the 
equation of C has rational coefficients, Section 4.4 gives the follow­
ing description of all its rational points: they consist of any single 
rational point P on C, together with the other points where C is met 
by lines through P with rational slope. The rational points include 
the integer points, of course, but describing the integer points alone 
is another story entirely. The hyperbola, ellipse, and parabola all re­
quire different methods, with the hyperbola being the most difficult 
and interesting. 1b keep the story as simple as possible, I shall stick 
to equations in standard form. 

Finding the integer points on the ellipse f, + ~ = 1 is easiest, 
at least in principle. All its points lie within distance max(lal, Ibl) of 
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the origin, so if necessary one can test all integer points within this 
radius to see whether they satisfy the equation. 

The parabola y = axZ has infinitely many integer points, which 
are easily computed from a, assuming a is rational. We write a as a 
fraction in lowest terms, min, so the equation becomes ny = mxz. 
Then each integer x makes mxz, and hence ny, an integer, and so it 
gives an integer point just in case n divides mxz. This in fact happens 
precisely for the multiples of the least positive x divisible by n. 

The hyperbola is interesting even in the special case XZ - dy2 = 1, 
where d is a positive integer. In fact, we shall first study X Z - 2yZ = 1, 
and concentrate on its "positive branch," for which x > o. There is 
one obvious integer point on this hyperbola, namely, (1,0), and the 
next is found by trial to be (3,2). 

The point (3, 2) is a "seed" that produces all the integer points 
on XZ - 2yZ = 1. Here we shall generate infinitely many integer 
points from it, and in the next chapter we'll show that they are all 
the integer points on the positive branch. The process of generation 
is surprising, because it uses the irrational number ../2. We use ../2 
to define a "product" of integer points on XZ - 2yZ = 1 as follows. 

Generation of integer points on XZ - 2y2 = 1. If (m], nj) and 
(m2, n2) are integer points on the hyperbola XZ - 2yZ = 1, then so is the 
point (m3, n3), where m3 and n3 are defined by 

Proof First we should make sure that m3 and n3 really are defined 
by 

The intention is to expand the right-hand side as 

and set m3 = m] m2 + 2n] nz and n3 = n] mz + m] nz by "equating 
rational and irrational parts." But why is this valid? The reason is 
that r + s../2 = u + v../2 for rational r, s, U, v only if r = U and s = v; 
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if not, we have .J2 = (r - u)/(v - s), contrary to the irrationality of 
.J2. 

It is clear from the definition of m3 and n3 that they are integers. 
Now because (m), n}) and (mz, nz) are points on ,>;:z - 2yZ = 1, we 
have 

m~ - 2n~ = 1 and m~ - 2n~ = l. 

Factorizing these equations we get 

(m) + n}h)(m} - nIh) = 1 and (mz + nzh)(mz - nzh) = 1, 

and taking their product, 

(m) + n}h)(m} - n}h)(mz + nzh)(mz - H 2h) = l. 

Rearranging the factors gives 

(ml + n}h)(mz + nzh)(m) - n}h)(mz - l1zh) = 1, 

which is in fact 

The first factor comes from the definition of m3 and n3, and the 
second because changing + to - signs in the definition still gives a 
valid identity. Expanding the last equation, we get 

m~ - 2n~ = 1, 

so (m3, n3) is an integer point on)(2 - 2yZ = 1, as required. 0 

It follows from this result that the points (mk, nk) defined by 

mk + nkh = (3 + 2hl 

are infinitely many integer points on the hyperbola x2 - 2y2 = 1. The 
result also has an obvious generalization for any nonsquare positive 
integer d, using the fact that ..fd is irrational for such a d. 

Generation of integer points on XZ - dyZ = 1. If (m), n}) and 
(m2, n2) are integer points on the hyperbola x2 - dyZ = 1, then so is the 
point (m3, n3), where m3 and n3 are defined by 

o 
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Exercises 

In case you are wondering why we started with the hyperbola X2 - 2y2 = 1 
instead of X2 - y2 = 1 .... 

8.5.1. Observe that X2 - y2 = (x + y)(x - y), and hence show that (±1, 0) 

are the only integer points on X2 - y2 = 1. What can you say about 
integer points on X2 - dy2 = 1 when d is an integer square? 

The integer points (mk, nk) on X2 - 2y2 = 1 were known to the Greeks 
under the name ofl/side and diagonal numbers," because the ratios nk/mk 

approximate the ratio v'z between the diagonal and side of the square. 

8.5.2. Check that the firstfewvaluesof(mk, nk) are (3,2), (17, 12), (99,70), 

and show that nk/mk ~ v'z as k ~ 00. Give a geometric interpreta­
tion of this fact in terms of the asymptote x = v'zy of the hyperbola 
X2 - 2y2 = 1. 

The pairs (mk, nk) are actually not all the side and diagonal number 
pairs. The Greeks discovered the sequence 

(1, I), (3,2), (7,5), (17,12), (41,29), (99,70), 

of pairs (Xk, Yk) that alternately satisfy X2 - 2y2 = -1 and X2 - 2y2 = 1. We 
are not sure how they discovered the sequence, but they computed it from 
(Xl, Yl) = (1, 1) and the following recurrence relations giving (Xk+l, Yk+d in 
terms of (Xk, Yk): 

Xk+l = Xk + 2Yk, 

Yk+l = Xk + Yk· 

8.5.3. Show by induction that the sequence (Xk, Yk) defined by 

Xk + Ykv'z = (1 + v'z)k 

satisfies the recurrence relations and hence agrees with the 
sequence of pairs of side and diagonal numbers. 

8.5.4. Deduce from Exercise 8.5.3 that (mk, nk) = (X2k, Y2d. 

8.5.5. Show also that the pairs (X2k+l, Y2k+l) satisfy the equation X2 - 2y2 = 
-1. 

It should be noted that the negative integer powers of 3 + 2v'z also 
give integer points on X2 - 2y2 = I, for the following reason. 
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8.5.6. Show that ifmk+nkh = (3+zh)k then mk-nk ... /z = (3-Zh)k = 
(3 + Zh)-k. 

Notice also that (3 + Zh)o = 1 + oh gives the point (1,0) on 
xL - Zy2 = 1. Thus the points we have found so far correspond to mem­
bers ofthe infinite cyclic group of numbers (3 + zhl fc)r integers k. (See 
Section 6.10 for the definitions of abelian and cyclic groups.) There is in 
fact a way to treat the whole positive branch of the curve as a group, as 
we shall see in Chapter 9, and it then becomes clear that the points we 
have found so far are the subgroup of all integer points. 

The deduction of m~ - Zn~ = 1 from mf - Zni = 1 and m~ - Zn~ = 1 
hints at another instance of a multiplicative norm, like the norm N(a + bi) 
on 1'[i] we studied in Section 7.4. Here we are dealing with the ring 

1'[h] = {a+bh: a,b E 1') 

with the norm defined by 

N(a + bh) = a2 - Zbz. 

We are interested in the members a + bh with norm 1, because they 
correspond to integer points on x2 - Zy2 = 1, but the norm is in fact 
multiplicative for all members of 1'[ h]. 

8.5.7. Show that N«a) + b) h)(a2 + bLh)) = N(a1 + h ,j2)N(a2 + hh). 
8.5.8. Suggest a norm for 1'[ v'd] and show that it is multiplicative. 

(Hint: It may help to recall Brahmagupta's identity from the 
exercises to Section 7.1.) 

8.6* Square Roots and the 
Euclidean Algorithm 

The irrationality of .j2 and other numbers tormented Greek math­
ematicians for hundreds of years and provoked many attempts to 
relate irrationals to integers in a comprehensible way. The most in­
teresting, as far as square roots are concerned, is a generalization 
of the Euclidean algorithm. As Euclid himself described it, the Eu­
clidean algorithm "continually subtracts the lesser number from the 
greater." Such a process can also be applied to a pair of numbers 
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whose ratio is irrational, such as .j2 and 1. Of course the algorithm 
will not terminate in this case, but if there is some pattern to the 
numbers produced it surely gives some new understanding of the 
nature of .j2. And for .j2 we get a pattern that is the next best thing 
to termination, namely, periodicity. 

The pattern can be seen most easily by applying the Euclidean 
algorithm to the pair (.j2 + 1,1). The lesser number 1 can be sub­
tracted twice from the greater, .j2 + I, producing the pair (I, .j2 - 1). 
It so happens that the new lesser number .j2 - 1 can also be sub­
tracted twice from the new greater number I, and the same thing 
happens again and again; it appears that the lesser number can al­
ways be subtracted twice from the greater number. But how can we 
be sure? 

The fog clears miraculously if we view each number pair as 
adjacent sides of a rectangle and subtract the lesser number from 
the greater by cutting off the square on the lesser side. In particular, 
the first two subtractions are interpreted as cutting off unit squares 
from the rectangle with sides .j2 + 1 and I, as shown in Figure 8.7. 

This produces a rectangle with sides 1 and .j2 - 1 and the new 
rectangle is the same shape as the original. We can confirm this by 
computing the ratio of the sides: 

1 

.j2 -1 (.j2 - 1)(.j2 + 1) 

.j2 + 1 

1 

It follows that subtracting the lesser side twice from the greater 
will produce rectangles of the same shape indefinitely. Thus the 
Euclidean algorithm is periodic on the pair (.j2+ I, 1) in the sense that 
it continually subtracts the lesser number twice from the greater. 

1 1 ~-1 

1 1 

FIGURE 8.7 Periodicity and ~. 
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This means that if we use the algorithm in division-with-remainder 
form, the quotient at each step is 2. 

As for the pair (./2, 1), at first the lesser number is subtracted 
once from the greater, producing the pair (1,./2 .- 1). But this is 
the pair we have just seen, so after the first subtraction the lesser 
number is always subtracted twice from the greater. Equivalently, 
the sequence of quotients in the division-with-remainder algorithm 
is 1,2,2,2,2,2, .... We say that the Euclidean algorithm is ultimately 
periodic on the pair (./2, 1). 

The geometric explanation of the periodicity of the Euclidean 
algorithm also shows that each new pair is obtained from the previ­
ous pair by multiplying its members by ./2 - 1. Hence the (k + 1 )th 
pair is (./2 - l)k (./2 + I, 1). This links the periodicity of ./2 with the 
process used in the previous section to generate integer points on 
the hyperbola x2 - 2y2 = 1. 

Perhaps the most attractive way to display the periodicity of ./2 
is to work out its continued fraction. Recycling some of the facts 
found previously, we find 

./2+1 =2+./2-1 
1 

= 2 + as we already know 
./2 + 1 

1 
= 2 + by the first line 

2+./2-1 
1 

= 2 + 2 + 1 by the second line 
h+l 
1 

= 2 + 1 similarly, 
2 + 2+ 1 

h+1 

and so on. The limit of these fractions exists and is called the 
continued fraction jor ./2 + 1. We write it 

1 
Vz+l=2+ l' 

2+ 2+_1-
2+ ---L-

and subtracting 1 from both sides gives the continued fraction for 
./2: 
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h = 1 + __ 1---;--_ 
2 + 2+_1_1 1

_ 

2+-

The sequence 1,2,2,2,2,2,2,2, ... of natural numbers to the left of 
the + signs is the sequence of quotients occurring in the running of 
the Euclidean algorithm on (J2, 1). 

Exercises 

The Euclidean algorithm on (viz, 1) is linked not only with the integer 
points on the hyperbola X2 - 2y2 = 1 but also with the side and diagonal 
numbers mentioned in the previous exercise set. The Greeks may very 
well have discovered the side and diagonal numbers as the coefficients 
of viz and 1 occurring in successive terms produced by the Euclidean 
algoyjthm. 

8.6.1. Show that (viz - II = (-ll(Ykvlz - Xk), where Yk and Xk are the 
side and diagonal numbers defined in the previous exercise set. 

8.6.2. Deduce from Exercise 8.6.1 the coefficients of each term produced 
from (viz, 1) by the Euclidean algorithm form a side and diagonal 
number pair. 

There is a similar relationship between ,J3, the Euclidean algorithm 
and integer points on X2 - 3y2 = 1. Again we find that ,J3 + 1 has slightly 
simpler behavior than ,J3, by considering a rectangle of width ,J3 + 1 and 
height 1. 

8.6.3. Show that the large and small rectangles in Figure 8.8 are the same 
shape. 

1 1 

FIGURE 8.8 Periodicity and ,J3. 



8.7* Pell's Equation 271 

8.6.4. Deduce from Exercise 8.6.3 that 

• the Euclidean algorithm is periodic on (-./3 + I, 1), with 
successive quotients 2, 1,2, I, 2, I, 2, 1, ... , 

• -J3"+1 =2+ 1+ 1 
2+ 1 

1+ __ 1-
2+_1_ 

1+...l.... 

• each period of the Euclidean algorithm on (,,'3 + I, 1) reduces 
the size of the pair by a factor 2 - -J3". 

Now define integers ak, bk by (2 + -J3")k = ak + bk-J3", or equivalently by 
(2 - -J3")k = ak - bk-J3". 

8.6.5. Show that all the points (ak, bk) lie on the hyperbola x2 - 3y2 = 1. 

As in the previous exercise set, these results can be interpreted as 
finding quadratic integers of norm 1 as powers of a "seed" quadratic 
integer of norm 1. 

8.6.6. Interpret the previous result in terms of the norm N(a + b-J3") = 
a2 - 3b3 on Z[ -J3"], observing that 2 + -J3" and 2 - -J3" have norm 1. 

8.7* Pell's Equation 

The equation x2 - dy2 = I, where d is a nonsquare integer, is known 
as Pell's equation. John Pell was a 17th-century mathematician who 
had little or nothing to do with the equation, but Euler attached his 
name to it by mistake, and it stuck. The equation would be better 
named after Brahmagupta or Fermat, who solved it for particular 
values of d, or after Lagrange, who first gave the complete solution. 
We already know solutions for d = 2 and d = 3, where small solutions 
can be found by trial, and we have seen how these small solutions 
generate infinitely many others. For larger values of d, however, it 
is hard to find even one solution, apart from the trivial one x = 
I, Y = O. The smallest nontrivial solution appears to vary wildly 
with d, and can be alarmingly large. Brahmagupta said "whoever 
can solve x2 - 92y 2 = 1 in less than a year is a mathematician," 
and the equation x2 - 61y 2 = 1 (posed by Fermat) is tougher still. 
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The smallest nontrivial solution of x2 - 92x2 = 1 is x = 1151, Y = 
120, while the smallest nontrivial solution of x2 - 61 y 2 = 1 is x = 
1766319049,y = 226153980. 

In such a situation, proving the existence of a nontrivial solution 
is easier than finding it. We shall in fact find infinitely many candi­
dates for the smallest nontrivial solution, and show that one of them 
must be correct. The method of proof was invented by Dirichlet, 
and he called it the pigeonhole principle. The finite form of the prin­
ciple says that if n + 1 pigeons are in n boxes then at least one box 
contains two pigeons. The infinite form of the principle says that if 
infinitely many pigeons are in finitely many boxes, then at least one 
box contains infinitely many pigeons. Both forms of the pigeonhole 
priciple are involved in the proof; we shall use the finite one first. 

Dirichlet's approximation theorem. For any real number a and 
any integer Q> 1 there are integers p, q with 0 < q < Q and Iqa - pi S 

I/Q. 

Proof Consider the Q + 1 numbers 

0, I, a - PI, 2a - P2, ••• I (Q -l)a - PQ-l, 

where PI,P2, ... ,PQ-I are integers chosen so that all the numbers lie 
in the interval from 0 to l. Ifwe divide this interval into subintervals 
of length l/Q, then we have Q subintervals containing Q + 1 num­
bers. Hence at least two numbers are in the same subinterval; that 
is, they are distance S I/Q apart. Because the difference between 
any two of the numbers is of the form qa - p, for integers P and q 
with 0 < q < Q, this means Iqa - pi S I/Q as required. D 

This theorem says that qa - P can be made at least as small as 
l/q, by suitable choice of p and q. It is particularly useful when a 
is irrational, because qa - p is never zero in that case, and hence 
we get infinitely many numbers qa - p, each no larger than the 
corresponding l/q. 

Here is how Dirichlet used his approximation theorem to show 
there are integers x and y such that x2 - dy2 = 1. The strategy is to 
make p - qv'd small enough that 

p2 _ dq2 = (p _ qv'd)(P + qv'd) S 3.fd. 
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Thanks to the irrationality of v'{l, this gives infinitely many integers p 
and q for which pZ -dqZ ::: 3v'{l, and the infinite pigeonhole principle 
can then be used to show that some of them give p:l - dq2 = 1. 

The other tool in the proof is the norm N(P - q-lii.) = p2 - dq2 and 
its multiplicative property, which can be verified by multiplying out 
both sides: N«(P] - q] v'{l)(P2 - q2v'{l)) = N(p] - q] v'd)N(Pz - qzv'{l). 

Existence of nontrivial solutions of x2 - dyZ = 1. If v'{l is 
irrational there are positive integers x and y such that x2 - dy2 = 1. 

Proof Applying the Dirichlet approximation theorem to a = v'{l, for 
any integer Q> 1 we have positive integers p, q with 

Ip - q.Jd1 ::: 1/Q and 0 < q < Q. 

Because v'{l is irrational, p-qv'{l =I O. By letting Q ~ 00 we therefore 
get infinitely many pairs of positive integers p, q with Ip-qv'{ll ::: 1/ q. 

Now for any such pair 

hence 

Thus we have infinitely many pairs of positive integers p, q with 
N(P - qv'{l) ::: 3v'{l. 

We now apply the infinite pigeonhole principle to obtain 
infinitely many pairs p, q with even more special properties. 

1. Because there are only finitely many natural numbers::: 3v'{l, 
infinitely many of the numbers p - qv'{l have the same norm, 
say N. 

2. Because there are only finitely many congruence classes mod 
N, infinitely many of the numbers p - qv'{l with norm N have p 

in the same congruence class, and infinitely many of the latter 
numbers have q in the same congruence class. 

Th sum up, there is an infinite set of numbers p - qv'{l with the 
same norm N(P - qv'{l) = N, all p in the same congruence class mod 
N, and all q in the same congruence class mod N. 

Now take two numbers p] -q] v'{l, P2 -q2v'{l from this set and con­
sider their quotient x+ yv'{l, which has norm 1 by the multiplicative 
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property of norm. I claim that x and yare integers. Because 

VI - qlv'd 

V2 - qzv'd 

(PI - ql v'd)(P2 + q2v'd) 

p~ - q~d 

= PIP2 - ql q2d + PI q2 - qlP2 Jd 
N N' 

we have to prove N divides VIV2 - ql q2d and VI q2 - q1V2. By 
hypothesis, 

VI == Vz (mod N) and ql == q2 (mod N), 

hence 

because 

vi - qid = N(PI - qld) = N. 

Thus N divides V1VZ - ql q2d. It also follows, by multiplying the con­
gruences VI == Vz (mod N) and q2 == ql (mod N), that Vlq2 == qlV2 
(mod N), and hence 

Vlqz - qlV2 == 0 (mod N). 

Thus N divides VI q2 - qlPZ. This proves the claim that 

VI - ql v'd = X + yJd for some integers x and y, 
P2 - q2v'd 

and 1 = N(x + yv'd) = x2 - dy2. Finally, y =I=- 0 because VI - ql v'd =I=­

V2 - q2v'd, so this is a nontrivial solution. D 

Exercises 

Dirichlet's approximation theorem says there are rational numbers p/q 
"very close" to any irrational number cx. For each q > 1 there are fewer 
than q2 rationals with denominator :::: q between successive integers, 
nevertheless .... 

8.7.1. Deduce from Dirichlet's approximation theorem that there are in­
finitely many values of q for which there is a rationalv/q at distance 
no more than 1/q2 from cx. 
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'TWo instances of this close approximation phenomenon are the ap­
proximation 2217 to If and the even more remarkable approximation 
355/113 discovered by the Chinese mathematician Zu Chongzhi (429-500 

A.D.). 

8.7.2. Using the numerical value If = 3.14159265 ... , show that 2217 

approximates If within 1/72 and 355/113 approximates If within 
1/1132 (in fact much more closely). 

The existence of a nontrivial solution to x2 - dy2 = 1 is connected with 
the periodicity of the continued fraction for -/d, as one would imagine 
from the examples d = 2 and d = 3 studied in the previous section and its 
exercises. In fact the traditional method for finding a nontrivial solution of 
x2 _dy2 = 1 was to derive it from the ultimate periodicity of the continued 
fraction for -/d. However, the periodicity resu1t is somewhat harder, and 
for proofs we refer the reader to Stark (1978) or Baker (1984). 

8.8 Discussion 

The Projective View of Conic Sections 

An interesting alternative to the process of cutting a cone by a plane 
is the process of projecting a circle. These two processes are much the 
same, but the concept of projection is worth a closer look, because 
it brings new ideas to the fore and actually leads to a whole new 
branch of mathematics: projective geometry. To grasp the idea of 
projection, imagine a vertical pane of glass with a circle C drawn on 
it, illuminated by light from a point P (Figure 8.9). 

The shadow X of C on a horizontal plane is a conic section: 

• an ellipse if P is above the top of C, 

• a parabola if P is level with the top of C, 

• a hyperbola if P is below the top of C (but above fhe bottom of C). 

So far, this is just a way to produce a cone (the cone of rays through P 

and C) and cut it by a plane (the horizontal plane), and hence obtain 
a conic section (the shadow of C). But it gets more interesting when 
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P 

FIGURE 8.9 A conic section as the projection of a circle. 

the light rays are reversed. Imagine that your eye is at the point P, 

receiving light rays emitted by a conic section X in the horizontal 
plane. The view of X seen when looking straight ahead can be 
captured by drawing, on a vertical window, a curve C that appears 
to cover X. This in fact is the method used by Renaissance artists to 
draw three-dimensional scenes in correct perspective. The window 
was called "Alberti's veil," and Figure 8.10 is a woodcut by Albrecht 
Durer showing how to use it. 

Because any conic section is the projection of a circle, it follows 
that any conic section looks like a circle, when suitably viewed. But in 
that case, how do we identify which kind of conic section X we are 
viewing from a point P? We do so by observing the position of the 
circle, C, relative to the horizon, which is: 

• above C when X is an ellipse, because in this case P is above C, 

• tangential to the top of C when X is a parabola, because in this 
case P is level with the top of C, 

• through two points of C when X is a hyperbola, because in this 
case P is below the top of C. 
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FIGURE 8.10 Durer woodcut showing how to use Alberti's veil. 

FIGURE 8.11 Ellipse and its perspective view. 

Each figure shows two views of the conic section in question. Look­
ing down on the horizontal plane, they appear as they normally do; 
looking toward the horizon, each looks like a circle, because of the 
peculiar choice of viewpoint P. The views toward the horizon also 
include parallel lines in the horizontal plane to establish where the 
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FIGURE 8.12 Parabola and its perspective view. 

FIGURE 8.13 Hyperbola and its perspective view. 

horizon is. These lines are actually equally spaced in the horizontal 
plane, but of course they appear to "accumulate" at the horizon. 

(In the view of the hyperbola, the portion above the horizon 
corresponds to the other branch of the hyperbola, behind the eye. 
A real eye, of course, can't see this, but we can imagine it seen by a 
"mathematically ideal" eye, which can see in all directions.) 

The interesting thing about the horizon is that it represents points 
that do not belong to the horizontal plane. These points are aptly 
called points at infinity because they are where actual points appear 
to go as they move far away. The horizon itself is called the line at 
infinity, and the horizontal plane together with its line at infinity 
is called the projective plane. Projective geometry is the study of the 
projective plane and the transformations of it (such as projection) 
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that map lines to lines. This geometry is much less discriminating 
than Euclidean geometry, because it thinks every conic section looks 
like a circle, but it can distinguish between them very simply once 
the line at infinity is given: 

• an ellipse is a conic section with no points at infinity, 

• a parabola is a conic section with one point at infinity, 

• a hyperbola is a conic section with two points at infinity. 

This classification, which goes back to Kepler, gives another sense 
in which the hyperbola, ellipse, and parabola are "too much", "too 
little," and "just right." There is also a neat connection with the other 
discovery of Kepler (and Newton), that a celestial body travels on a 
conic section under the influence of the sun's gravity. The conic is a 
hyperbola ifthe body has more than enough energy to go to infinity, 
an ellipse if it has too little energy, and a parabola if the energy is 
just right. 



CHAPTER 

Elem.entary 

Functions 

9.1 Algebraic and Thanscendental 
Functions 

The main theme of this book has been the tension between arith­
metic and geometry and its creative role in the development of 
mathematics. The story of .j2 is an excellent example of such ten­
sion and its beneficial effects: geometry confronted arithmetic with 
the diagonal of the unit square, arithmetic expanded its concept of 
number in response, and the new number .j2 proved its worth by 
giving new insight into the old numbers, for example, by generating 
integer solutions of the equation x2 - 2y2 = 1 (Section 8.5). In other 
cases, geometry was not so much a source of conflict with arith­
metic as a source of immediate insight; for example, in generating 
Pythagorean triples by the chord construction (Section 4.3) or in 
guaranteeing unique prime factorization in the Gaussian integers by 
the triangle inequality (Section 7.5). 

From the other side, arithmetic confronted geometry with the 
problem of describing curves in terms of numbers, addition, and 
multiplication. Geometry responded with coordinates and polyno­
mial equations, which were a brilliant success with conic sections 
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and many other curves. This development went hand in hand with 
another expansion of arithmetic-into the algebra of polynomials 
and rational functions. 

The most complete fusion of arithmetic and geometry was ob­
tained with the concept of algebraic curve -a curve defined by a 
polynomial equation p(x, y) = 0 in the two variables x and y-and 
the corresponding concept of an algebraic function y of x. (The sym­
metry of the definition shows that the inverse function x ofy is also 
algebraic. Strictly speaking, neither may be a true function-for ex­
ample, more than one value of y may correspond to the same value 
of x-but this is not important here.) Is algebra then the perfect 
reconciliation of arithmetic and geometry? 

Not quite. Geometry has more challenges to offer, such as the 
concept of angle and the related sine and cosine functions. The 
function sin x is not an algebraic function of x and, equivalently, the 
curve y = sin x is not an algebraic curve. The reason, already seen 
in the exercises to Section 5.2, is that y = sin x does not contain the 
x-axis, yet it meets the x-axis at infinitely many points. No algebraic 
curve has this property, because its intersections with the x-axis 
satisfy the polynomial equation p(x, 0) = 0, which has only finitely 
many solutions. 

Thus y = sin x is not an algebraic curve and sin x is not an 
algebraic function. Functions that are not algebraic are called tran­
scendental, because they "transcend" algebra. Thinking back to the 
definition of cos and sin, one recalls that they were defined as func­
tions of arc length of the unit circle, and arc length was defined as 
the least upper bound of the lengths of polygons. The least upper 
bound exists, by the completeness of the real numbers, but it would 
be nice to have a more explicit description of its value. We can now 
see that an algebraic description, at any rate, is out of the question. 
The arc length of the circle cannot be an algebraic function (of the 
coordinates of its endpoints, say), otherwise the sine function would 
also be algebraic. 

Geometry creates many transcendental functions. Any noncon­
stant periodic function, such as the arc length of a closed curve, 
must be transcendental for the same reason as the sine; its graph 
meets a straight line in infinitely many points. In fact, the arc length 
function of almost any algebraic curve is transcendental, and very 
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often the area function of the curve is also transcendental. Such 
functions cannot be fully investigated by algebra, and eventually 
one turns to calculus for further enlightenment. But there is no 
need to rush into advanced methods. The most common transcen­
dental functions arise from conic sections and inherit many of their 
properties from elementary geometry and algebra. For example, the 
addition formulas for cos and sin are inherited from the geometry 
of the circle, as we saw in Section 5.3. 

In the next two sections we shall see that the most important 
transcendental function, the exponential, inherits its basic proper­
ties from the geometry of the hyperbola. The exponential function 
can be defined as a function of area, and the area under the hyper­
bola has properties that are clear from geometry. Yet the exponential 
function also reveals properties of the hyperbola that are not other­
wise obvious. In particular, we shall see that it highEghts the integer 
points in a remarkable way, so once again there is an unexpected 
rapprochement between arithmetic and geometry. 

Exercises 

Arc length and area happen to be essentially the same function for the 
unit circle, because the area of a sector with angle 8 is 8/2. This can be 
seen by approximating the area by triangles with unit sides and angle 8/n. 

9.1.1. Show that the area of an isosceles triangle with two unit sides and 
angle 8/n between them is ~ sin~. 

We have not yet given a general definition of area for curved figures, 
but the area of a sector is naturally interpreted as a limit of polygon areas. 

9.1.2. Show, using Exercise 5.2.7, that n x ~ sin ~ --+ ~. as n --+ 00, and 
explain why this limit can be interpreted as the area of the unit 
sector with angle 8. 

This result shows that the parameter 8 in the equations x = cos 8, 
Y = sin8 can also be interpreted as (twice) an area. For other curves, the 
area and arc length functions are not so closely related, and area usually 
turns out to be more manageable. This is certainly true for the hyperbola, 
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and it is the reason we use area to define the transcendental functions 
used in the remainder of this chapter. 

9.2 The Area Bounded by a Curve 

The idea of approximating a curve hy polygons can be used to define 
the area of a curved region, just as easily as we define the length of 
a curve. The case that interests us is where the curve is the graph 
y = [(x) of an algebraic function [, and the region is bounded by the 
curve, the x-axis, and the vertical lines x = a and x = b (Figure 9.1). 

The area of the region is the least upper bound of the areas of 
all polygons n contained in it. It exists if there is an upper bound 
to these polygon areas, as there is, for example, if there is an upper 
bound to [(x) itself over the interval from a to b. 

Students of calculus will recognize this definition as essentially 
the definite integral of [(x) from a to b, but we shall not need calcu­
lus to derive the basic properties of area. For examp1e, the following 
property of curved areas is inherited from the corresponding prop­
erty of po1ygon areas: i[ a region is magnified by a [actor M in the 
x-direction and a factor N in the y-direction, then its area is magnified 
by a [actor MN Magnification by MN is true for the areas of p01y­
gons n (for example, by cutting them into triangles with bases in 

y 
y = [(x) 

IT 

--~~~--------------~--+X FIGURE 9.1 Area under a 
o a b curve. 
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the x-direction and heights in the y-direction), and hence it is true 
for their least upper bound. 

An important special case of this result is that magnification by M 
in all directions magnifies area by M2. This is the underlying reason 
why the area of a circle of radius R is proportional to R2. 

Exercises 

The first known determination of a curved area was made by Hippocrates 
of Chios around 430 B.C. He found the area of the region between the 
two circular arcs shown in Figure 9.2: one a quarter circle with radius 
OB, the other a semicircle with diameter AB. The region is called a lune 

because of its resemblance to a crescent moon, and Hippocrates showed 
that it has the same area as triangle AOB. Approximation by polygons is 
not required, except to show that the area of a circle is proportional to 
the square of its radius. (Hippocrates probably just assumed this; the idea 
of proving it rigorously using approximation by polygons is credited to 
Eudoxus, around 350 B.C.). 

9.2.1. Show that the quarter circle with radius OB has the same area as 
the semicircle with diameter AB, and deduce Hippocrates' result. 

Hippocrates made history by showing that curved areas are not 
beyond the grasp of mathematics, but his actual result is not very in­
formative. It says nothing about the area of the circle, because the areas 
of the semicircle and quarter circle cancel out. Indeed, because we now 

A 

FIGURE 9.2 The lune of Hippocrates. 
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know that the area function of the circle is transcendental, an algebraic 
area Oike that of triangle AOB) can only be obtained by subtracting one 
transcendental area from another. 

The simplest curve whose area function happens to be algebraic is 
the parabola, and this area function was also the first to be discovered, by 
Archimedes around 250 B.C. A modern proof of his result maybe based 
on approximation by polygons like those shown in Figure 9.3. 

For simplicity, we take the parabola to be y = x2 and find the area it 
bounds with the x-axis and the line x = 1. The proof is easily generalized 
to find the area up to an arbitrary line x = a. 

9.2.2. Show that the area of a polygon with steps of width 1jn as in Figure 
9.3 is (12 + 22 + 32 + ... + (n -l)2)jn3 . We shall call this the nth 

lower step polygon. 

This raises the problem of summing the series 12+22+32+ .. ·+(n-1)2, 

which in fact was solved by Archimedes for another purpose. (Strangely 
enough, he used this series to find the area of a spiral.) 

9.2.3. Show by induction on n that 

2n3 - 3n2 + n 
12 + 22 + 32 + ... + (n - 1)2 = -----

6 

FIGURE 9.3 Area under a parabola. 
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9.2.4. Deduce from Exercise 9.2.3 that the area of the nth lower step 
polygon ~ 1/3 as n ~ 00. 

It looks like we have found the area under the curve between 0 and 
I, but to be sure we should check that ~ is really the least upper bound 
of the areas of all polygons in this region. 

9.2.5. Find an nth upper step polygon that contains the region and dif­
fers from the nth lower step polygon by area ~. Conclude that ~ is 
the only number between the areas oflower and upper step poly­
gons, and hence that it is the least upper bound of the areas of all 
polygons in the region below the curve between 0 and 1. 

9.3 The Natural Logarithm 
and the Exponential 

The algebraic area function for the parabola is another instance 
where the parabola is "just right." We already know that the circle has 
a transcendental area function, and the same is true of other ellipses. 
If we attempt to find the area under the hyperbola xy = I, between 
x = 1 and x = t, say, we are in for another disappointment. The 
resulting function of t is also transcendental, so we cannot expect to 
"see" the least upper bound of polygonal areas, as we could for the 
parabola. But while the area function itself is complicated, some of its 
properties are simple because they are inherited from the hyperbola. 

The area under xy = 1 from x = 1 to x = t is called the natural 
logarithm of t and is written log t. It follows that log 1 = 0, and it is 
natural to suppose log t is negative for t < 1. We ensure this by taking 
the area with a negative sign when 0 < t < 1. Figure 9.4 shows the 
graph oflogt for t > O. For the moment we do not attempt to define 
log for other values of t. 

The most important property of the logarithm is the following, 
which follows very directly from the fact that y = l/x. 

Additive property of log. If a and b are positive real numbers, then 

logab = loga + 10gb. 
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y 

------1f---~--------T 
o 

FIGURE 9.4 Graph of the 
logarithm function. 

Proof We consider the area under the curve xy = 1 between x = 1 
and x = ab, which is log ab by definition, and we split it by the 
line x = a (Figure 9.5). This cuts off a region of area 10ga, again by 
definition, so it remains to show that the region between x = a and 
x = ab has area 10gb. 

If we compare the region between a and ab with the region 
between 1 and b whose area is 10gb by definition (Figure 9.6), we 
see that the former region is a times as long as the latter. But it is 
also l/a times as high. In fact, because y = l/x, the height at the 
point x = at between a and ab is 1 I at, which is 1 I a times the height 
lit at the corresponding point x = t between 1 and b. 

Thus the region between a and ab is the result of magnifying a 
region of area log b by a factor a in the x-direction and a factor 1 I a 
in the y-direction; hence its area is also log b, as required. 

y 

-+--~--L------~-+X 
o 1 a ab 

FIGURE 9.S The area 
defining log a. 
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y 

-+----L------L------------~x FIGURE 9.6 The area 
defining log b. o 1 b 

This establishes the additive property when a, b ::: I, but the 
argument is similar when either of them is between 0 and 1. One 
finds, for example, that the region from 1 to ab is smaller than the 
region from 1 to a when a > 1 and b < I, and this is accounted for 
because the area from 1 to b has a negative sign. 0 

It follows from the additive property of logarithms that log t be­
haves like an exponent of t, that is, as if t = e10gt for some number e. 
The number e is the value of t for which log t = I, and its basic prop­
erties (including its existence, which is not completely obvious) are 
included in the following theorem. 

Consequences of the additive property. The log function has the 
properties 

1. For any real number a and integer n, log an = n log a. 

2. The log function takes each real value exactly once. 

3. There is a number e with log e = 1. 

4. Suppose ar is defined, for any real number r, to be the number whose 
log is r log a. Then x = &J if and only if y = log x. 

Proof 

1. When n = 2, 3, ... the additive property gives 

log a2 = log a + log a = 2 log a, 

log a3 = log a2 + log a = 2log a + log a == 3log a, 

and so on (or more formally, by induction on n). When n = 0, 

logan = log 1 = 0, 



290 9. Elementary Functions 

from the definition of log as an area, and when n = -1 we have 

0= log 1 = 10gaa- 1 = loga + 10ga-1 , 

which implies 

log a-I = -loga. 

Finally, 

10ga-2 = 10ga- 1 + log a-I = -2loga, 

and so on, by the additive property again. 

2. If a > 1 then log a > 0 from the definition of log as an area, 
and because log an = n log a we can get arbitrarily large values 
of the log function by choosing sufficiently large values of the 
integer n. We can also get arbitrarily closely spaced values of the 
log function, by first choosing a near 1 so as to make log a as small 
as we please, then taking the equally spaced values log a2 , log a3 , 

.... It follows, by an argument like that for the completeness of 
the real numbers in Section 3.4, that for any real number p we 
can separate the values oflog t into a lower set whose least upper 
bound is p and an upper set whose greatest lower bound is p. 

Now it is clear from its definition that log t increases with t, 
hence the values of t are separated into a lower set L, for which 
log t has least upper bound p and an upper set U for which log t 
has greatest lower bound p. But the only number between the 
two sets of values of log t is p, hence it follows from the strict 
increase of the log function that if T is the least upper bound of L 
then log T must be p. 

3. It follows that there is a number e such that log e = 1. 

4. More generally, any real number r log a is a value of log t. We 
define ar to be the number whose log is rIog a, because this is 
consistent with the meaning of an for integers n by part 1. It then 
follows that eY is the number x whose log is y log e = y. That is, 
x = eY if and only if y = log x. 0 

The fourth property is also described by saying that the exponen-
tial function eY of y is the inverse of the log function. Thus the graph 
of t = eY (Figure 9.7) results from the graph of y = log t (Figure 
9.4) by swapping the t- and y-axes. A consequence of the inverse 
relationship is that t = e1ogt , as claimed earlier. 
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T 

~--------~----------------y 
FIGURE 9.7 Graph of the 
exponential function. o 

Exercises 

In the previous exercise set we saw that the area under the parabola is 
related to (12+22+32+. ·+n2 )/n3 , which we were able to evaluate exactly. 
The area under the hyperbola is similarly related to 1 + ~ + 5 + ... + ~, 
which we do not understand as well. At first it is not even clear whether 
this sum has a limit as n -c> 00, but a quick way to find out is to use what 
we now know about the area under the hyperbola. 

9.3.1. Representing 1 + ~ + 1 + ... + ~ by a suitable step polygon, show 
that it is greater than log n, and hence that 1 + -21 + 13 + ... + 1 -c> ex; . n 

as n -c> 00. 

In fact, the "rate of growth" of 1 + ~ + 1 + ... + ~ is amazingly close 
to that of log n. Euler discovered that 1 + ~ + 5 + ... + ~ -log n tends to a 
constant of value approximately 0.5772 as n -c> 00. The constant is known 
as Euler's constant, and it has been computed to many decimal places, but 
it is not known whether it is rational or irrational. 

9.3.2. By using upper and lower step polygons, show that 

1 1 1 1 1 1 
1 + - + - + ... + -- > logn > - + -- + ... +-

2 3 n - 1 2 3 n' 

and hence deduce that 0 < 1 + ~ + 1 + ... + ~ .- log n < 1. 
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9.3.3. Show by area considerations that 1 + ~ + ~ + ... + n~1 - logn is 
increasing and hence has a limit as n -+ 00 by the completeness 
of the real numbers. Show that 1 + ~ + ~ + ... + ~ - log n has the 
same limit. 

9.4 The Exponential Function 

The additive property ofthe log function translates into the following 
property of the exponential function, which one recognizes as the 
characteristic property of exponents in general. 

Addition formula for the exponential function. For real a 
andb, 

Proof By definition of the exponential function, ea+b is the number 
whose log is a + b. By the additive property of log, it follows that 
ea+b is the product of the numbers whose logs are a and b. That is, 
ea+b = eaeb. 0 

Thus eX behaves like the xth power of e, and we are justified 
in using a notation that suggests this. But why use powers of the 
mysterious number e instead of powers of something familiar, like 
2 or 10? Most of the reasons for the convenience of e can be traced 
back to the fact that log e = 1. The properties of general exponential 
functions at often involve a factor log a (see the exercises), and hence 
they are simplest when log a = 1. 

Other formulas showing eX to be the simplest exponential 
function are 

c = lim (1 + ~)n , 
n->oo n 

x x2 x3 

eX =l+-+-+-+ .. · . 
I! 2! 3! 

We shall not need these formulas, but the second one, in particular, 
is connected with a spectacular discovery of Euler (1748) we cannot 
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fail to mention: 

eie = cos e + i sin e . 

This can be proved by comparing 

iO ie (ie)2 (ie)3 
e =1+-+-+-+··· I! 2! 3! 

with known infinite series for cos e and sin e: 

e2 e4 e6 
cose = 1 - - + - - - + ... 

2! 4! 6! ' 
e3 eS e7 

sin e = e - - + - - - + .... 
3! 5! 7! 

Euler's formula is surely the most conclusive argument for the nat­
uralness of e, but if anyone is not yet satisfied, consider the special 
case e = n: 

Only e can singlehandedly bring i and n down to earth! 
Euler's formula incidentally proves that eX, and hence its inverse 

log x, is a transcendental function, as claimed earlier. If eX were 
algebraic, then the equation eX = 1 would have only finitely many 
solutions, real or imaginary. But in fact this equation has infinitely 
many solutions: x = 2inn for all integers n. 

Another thing we learn from Euler's formula is that the exponen­
tial function ~ is best regarded as a function of a complex variable x. 
It then embraces both the functions cos and sin, and their properties 
follow from properties of the exponential function. For example, the 
somewhat complicated addition formulas for cos and sin become 
consequences of the simple addition formula for eX (as was verified 
for cis e = eiO in the exercises to Section 5.3). When cos and sin are 
subordinated to the exponential function in this way, one also un­
derstands their uncanny similarity to the so-called hyperbolic cosine 
and hyperbolic sine, cosh and sinh, which will be introduced in the 

next section. 
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Exercises 

Because aX is the number whose log is xloga, namely, e>'log", powers of 
any positive real number a can be expressed as powers of e. The inverse 
of the power function aX is called the logarithm to base a (so the ordinary 
log is logarithm to base e). If y = aX we write x = log" y. 

9.4.1. Deduce from these definitions that (ea)b = e"b, e" = ax(loga, and 

log" x = log xjlog a. 

When we allow complex values of x, the exponential function takes 
the same value for many values of x, as noticed earlier. Hence its inverse, 
the log, is no longer a function. The single real value oflog x for each real 
x is joined by infinitely many complex values. The happier side of this 
situation is that we can now find values oflogx for negative real values of 
x, because any real x =f. 0 occurs as a value of the exponential function. 

9.4.2. Find a value oflog(-l). 

Tb find all the values oflogx, it is necessary to know that 

ea+11J = ea(cos b + i sin b) for any real a and b, 

which follows from the addition formula and Euler's formula. 

9.4.3. Assuming eU+lb = e"(cos b + i sin b), find all values oflog( -1). 

We can also define ab as eiJlog" for complex numbers a and b, though 
the expression acquires infinitely many values from the infinitely many 
values of the log. An interesting example is ii, which was first evaluated 
by Euler. 

9.4.4. Use Euler's formula to show that i = em / 2 . 

9.4.5. Deduce from Exercises 9.4.1 and 9.4.4 that e- rr/ 2 is the real value 
ofii. What are its other values? 

Assuming the infinite series for e" given earlier, it follows that 

1 1 1 
e=l+-+-+-+··· . 

I! 2! 3! 

The terms ofthis series tend to 0 very rapidly, which makes it easy to find 
approximate values of e, such as 2.718. The series also shows, however, 
that e is an irrational number. 

9.4.6. Suppose on the contrary that e = mjn for some integers m and 
n =f. O. Show the following in turn: 
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• If e = min then n!e is an integer. 

• On the other hand, 
n!e = an integer + n~1 + (n+1)\n+2) + (n+1)(n~2)(n+3) + .... 

1 1 1 1 1 1-+ 1 
• n+J + (n+1)(n+2) + (n+1)(n+2)(n+3) + ... < '2 + 22 + 2'l -'" = . 

• This is a contradiction. 

In fact, Charles Hermite showed in 1873 that e is a transcendental num­
ber. That is, e is not the root of any polynomial equation with integer 
coefficients. It was the first "known" number found to be transcendental. 
Building on Hermite's proof, Ferdinand Lindemann showed in 1882 that 
IT is also transcendental. The proofs use calculus heavily and are a lot 
more difficult than the proofs that the exponential and circular functions 
are transcendental. Apparently numbers are harder to understand than 
functions, at least as far as transcendance goes. 

9.5 The Hyperbolic Functions 

Just as the circle x2 + y2 = 1 can be defined by the pair of functions 
x = cos e and y = sin e, the hyperbola x2 - y2 = 1 can be defined 
by a pair of functions x = cosh e and y = sinh e. It is even possible 
to interpret the parameter e as (twice) the area of a "sector" of the 
hyperbola, and to define the functions cosh and sinh thereby, but to 
save time we define them so that the equation cosh2 e - sinh2 e = 1 
is obvious. 

The hyperbolic cosine cosh e and the hyperbohc sine sinh e are 
defined by 

It follows easily that 

e(} +e-(} 
coshe = , 

2 
e(} - e-11 

sinhe = ---
2 

cosh2 e - sinh2 e = I, 

and hence (coshe, sinh e) is a point on the hyperbola x2 - y2 = 1 for 
each real value of e. 
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By investigating cosh () and sinh () a little more closely, we find 
that each point on the positive branch (x > 0) ofx2 - y2 = 1 occurs as 
(cosh (), sinh () for exactly one real value of (). Some of the relevant 
properties of the hyperbolic cosine and sine can be seen at a glance 
from their graphs, shown along with those of ~ee and ~e-e in Figure 
9.S. (Proofs are easily constructed from the fact that ee takes each 
positive value exactly once.) 

• cosh( -() = cosh (), 

• cosh () takes all real values::: I, 

• sinh(-() = -sinh(), 

• sinh () takes each real value once. 

Thus sinh () takes each real value y exactly once, and for each value 
y = sinh () the value x of cosh B gives a point (x, y) on the positive 
branch of x2 - y2 = I, because cosh2 B - sinh2 () = 1. Because there is 
exactly one point (x, y) on the positive branch for eachy, we therefore 
get each point on the positive branch exactly once as (coshB, sinh B). 

This one-to-one correspondence between points Pe = (cosh B, 
sinh B) on the positive branch and real numbers B enables us to "add 
points" by adding their parameter values. We simply define the sum 
of points Pe = (coshB, sinh() and P¢ = (cosh</>, sinh</» on x2 - y2 = 1 

t = cosh8 

t = sinh 8 
FIGURE 9.8 The graphs of cosh and 
sinh. 
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by 

Pe + Pq, = PHq, = (cosh(8 + </J), sinh(8 + </J)). 

Adding points like this may seem an idle and useless thing to do, 
but we have done it before, with interesting results. The process 
used in Section 8.5 to generate integer points on x2 - 2y2 = 1 can be 
interpreted as repeated "addition" of the point (3, 2) to itself. In the 
next section we shall see why this is so and how much clearer the 
process becomes when interpreted as addition of parameter values. 

Exercises 

The identity coshz e-sinh2 e = 1 is just one ofmany where the hyperbolic 
sine and cosine behave almost the same as the ordinary sine and cosine. 
The similarity is best explained by allowing e to be complex, so that they 
all become relatives of the exponential function. 

9.5.1. Use Euler's formula for de and e- ie to show that 

eie + e-ifi 
cose = = cosh ie 

2 
ele _ e-ie 1 

sin e = = -:- sinh ie . 
2i I 

and 

This explains why cosh and sinh satisfy addition formulas, and other 
identities, similar to those satisfied by cos and sin. Of course, it is not 
necessary to use complex numbers to prove these identities-they follow 
from properties of the real exponential function-but complex numbers 
allow us to predict their existence in the first place and to anticipate their 
form. 

9.5.2. Prove the addition formulas for cosh and sinh: 

cosh(e + ¢» = coshe cosh¢> + sinhe sinh¢>, 

and sinh(e + ¢» = sinhe cosh¢> + coshe sinh¢>. 

As mentioned earlier, the parameter e in x = cosh e and y = sinh e can 
be interpreted as twice the area of a sector of the hyperbola x2 - y2 = 1. 
A geometric proof of this fact can be put together as follows. We first 
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y 
xy = 1 

FIGURE 9.9 Areas associated with the hyperbola. 

consider the hyperbola xy = 1 and the region under it from x = 1 to 
x = eA (Figure 9.9). This region has area B. (Why?) 

9.5.3. Show by geometry that the region bounded by the curve and the 
lines OA and OB also has area B. 

Now we use the result of exercise 8.3.3 that rotation of xy = 1 through 
angle nl4 gives the curve x2 - yl. = 2. 

9.5.4. Show that this rotation sends the point (eH, e-A) on xy = 1 to the 
point (v'z cosh B, -v'z sinh B) on x2 - y2 = 2. 

9.5.5. By scaling down the curve x2 - y2 = 2, deduce that the arc of the 
hyperbola x2 - y2 = 1 between (0, 1) and (cosh B, sinh B), together 
with the lines connecting its endpoints to 0, bounds a sector of 
area B12. 

9.6 The Pell Equation Revisited 

The parametric equations x = cosh e, y = sinh e for x2 - y2 = 1 

generalize easily to other hyperbolas. The most interesting, from 
the perspective of this book, are the hyperbolas given by the Pell 
equation 

x2 - dy2 = I, where d is a nonsquare positive integer. 

This equation is satisfied by 

x = coshe, 
1 

Y = v'd sinhe, 
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and in fact the latter equations define a one-to-one correspondence 
between the real numbers and the points on the positive branch of 
X2 - dy2 = I, as one sees by checking the range and sign of cosh e 

and ~ sinhe. 
Generalizing another idea from the previous section, we let 

Pe = (coshe, .:a sinh e) 
be the point with parameter value e, and we define the sum of points 
Pe and P", by 

Pe + P", = PH"'· 

We can similarly define the difference of points by Pe - P", = Pe-r/J. 
Now we can work out a rule for computing PH~) from Pe and Pt/>, 

using the addition formulas for cosh and sinh: 

cosh(e + 41) = coshe cosh 41 + sinhe sinh 41, 
sinh(e + 41) = sinhe cosh 41 + coshe sinh 41. 

As mentioned in the previous exercise set, these addition formulas 
are very similar to those for cos and sin, but they are easier to 
prove, because it is only necessary to expand each side in terms of 
exponentials. It follows from the addition formulas that 

PHt/> = (coSh(e + 41), .:a sinh(e + 41)) 

= (COSh e cosh 41 + sinh e sinh 41, 

.:a(Sinhe cosh 41 + coshe sinh 41) ). 

This gives a rule to compute the coordinates of PHr/J from the 
coordinates of Pe and Pt/>. The rule can be stated concisely as follows. 

Rule for adding points on X2 - dy2 = 1. 
If 

Pe = (coshe, .:a sinhe) = (xe, Ye) 
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and 

then 

where 

XO+¢ = XeX¢ + dYeY¢ and YO+¢ = xeY¢ + Yex¢. 0 

In the special case where Pe = (xe,Ye) and P¢ = (x¢,Y¢) are integer 
points, we notice that Pe+</> is also an integer point, and its coordinates 
xO+¢ and YO+¢ are the integers defined by 

xO+¢ + YO+¢~ = (xe + Ye~)(X¢ + y¢~). 
This follows immediately by expanding the right-hand side to 

xex¢ + dYeY¢ + (XeY¢ + YeX¢)~ 
and comparing with the rule for adding points. 

Thus the rule previously used to generate integer points on X2 -
dy2 = 1 (Section 8.5) is the same as the rule for adding points by their 
parameter values. 

This wonderful pre-established harmony between arithmetic and 
geometry gives a new and useful view of the integer points on the 
positive branch of X2 - dy2 = 1. It shows that they form a subgroup 
of the abelian group of all points on the positive branch. The points 
Pe on the positive branch are an abelian group because of the way 
they correspond to real numbers e: they inherit their + operation 
from ordinary + on IR, and with it the abelian group properties of 
ordinary + we observed in Section 6.10. And the integer points on 
the positive branch are also a group because: 

• the sum of integer points is an integer point, by the rule for 
adding points, 

• the inverse of an integer point (x, y) is an integer point, because 

I?-l x-y../d I? 
(x + yv d) = 2 d 2 = X - yv d, 

x - Y 

because X2 - dy2 = 1 by hypothesis. 
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In fact, the integer points form an infinite cyclic group by the 
following result. 

Generation of integer points on x2 - dy2 = 1. The integer points 
on x2 - dy2 = 1 all result from (1, 0) and the integer point nearest to it 
by addition and subtraction of points. 

Proof Consider the group of integer points P cf> on x2 - dy2 = I, and 
the corresponding group of real numbers cp. It will suffice to show 
that the latter group consists of the integer multiples of e, because 
the multiples of e are precisely the numbers resulting from e and 0 
by addition and subtraction, and hence the corresponding points are 
those resulting from Po and Po = (I, 0) by addition and subtraction 
of points. 

The crucial property of the group of integer points Pcf> is that it has 
a member nearest to (1,0), because integer points cannot approach 
arbitrarily close to (I, 0), and hence the corresponding group of real 
numbers has a member e closest to o. Such a group of rea Is consists 
of the integer multiples ne of e. Why? Because if ~~ were a member 
strictly between, say, ke and (k + 1)e then cp - ke would be a member 
of the group strictly between 0 and e, contrary to the choice of e . 0 

This theorem implies that the solutions of x2 - 2y2 = 1 we found 
in Section 8.5, by adding the point (3,2) to itself, are in fact all the 
integer solutions with x and y positive, because (3, 2) is the nearest 
integer point to (1,0). Similarly, all the solutions of x2 - 3y2 = 1 
with x and y positive are found by adding the point (2,1) to itself. 
A similar result holds on x2 - dy2 = 1 for any nonsquare positive 
integer d, thanks to the result of Section 8.7*. 

Exercises 

The idea of this section can be extended to other hyperbolas, even those 
that result from rotation of axes. An interesting example is the hyperbola 
XZ + xy - yZ = I, which Vajda (1989) p. 34 showed to contain the integer 
points (FZn- I , Fzn), where the Fk are the Fibonacci numbers defined by 

Fo = 0, FI = I, Fk+I = Fk + Fk-I. 
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These numbers are linked in many ways to the roots r = (1 + .,(5)/2 
and r* = (l - .,(5)/2 of the equation tZ = t + 1, and so is the curve 
xZ+xy- y z=1. 

9.6.1. Show that XZ + xy - yZ = (x + yr)(x + yr*). 

The irrational number 1 + r can be used to generate the pairs 
(Fzn- l , Fzn) of consecutive Fibonacci numbers, much as 1 + .Ji was used 
to generate side and diagonal numbers in Exercise B.S.3. 

9.6.2. Deduce from the definition of Fibonacci numbers that Fk+3 = 

2Fk+l + Fk. Use this formula to prove by induction that (1 + r)" = 

F2n- l + Fznr for all natural numbers n. 

Now we take the hint from the factorization in Exercise 9.6.1 by defin­
ing the sum of integer points (Xl, Yl) and (xz, yz) on XZ + xy - yZ = 1 to be 
(X3, Y3), where X3 and Y3 are the integers satisfYing 

X3 + Y3r = (Xl + Yl r)(xz + yzr). 

9.6.3. Check that if(Xl,Yl) and (xz,Yz) are points on XZ +xY - yZ = 1 then 
so is their sum (X3, Y3). 

9.6.4. Use addition of points to show that the hyperbola X Z + xy - yZ = 1 
contains all the points (Fzn-l, Fzn) for positive integers n. 

The equation XZ + xy - yZ = 1 can be rewritten (x + ¥) 2 - ( v:: y ) z = 1 

by completing the square, which suggests the parametric equations 

x+!!.. = cosha, 
2 

.,(5 . 
-y= smha. 

2 

9.6.5. Deduce from these parametric equations that x + yr = el), and 
hence conclude that the rule for adding points on x2 + xy - yZ = 1 
amounts to adding their parameter values a. 

But adding parameter values makes sense for any points on the pa­
rameterized branch ofthe hyperbola, so we can extend addition of integer 
points to addition of any points on this branch. 

As with the Pell equation, this extended addition operation allows 
us to find all the integer points on the branch. First we throw in some 
new ones-the inverses (with respect to addition of points) of the points 
previously found. 

9.6.6. Show that (1 + r)-l = 2 - r, and hence show by induction that 
(1 + r)-n = FZn+l - Fznr for all positive integers n. 
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9.6.7. Deduce from Exercises 9.6.6 and 9.6.3 that the points (FZn+l, -F211 ) 

are on the curve X2 + xy - y2 = 1 for all positive integers n. 

Finally, we see that the integer points found so far are the only ones 
on the branch, by relating them to a subgroup of the real numbers. 

9.6.8. Show that the integer points (xn, Yn) on X2 + xY - y2 = 1 defined 
by Xn + Yl1 r = (1 + r)" for all integers n form a subgroup of all the 
points on X2 + xy - y2 = 1 under addition of points, and deduce 
that they are all the integer points on the branch containing them. 

9. 7 Discussion 

There is no last word on numbers and geometry, because these 
themes have infinite depth and variety. Nevertheless, this last chap­
ter is a high point of sorts, from which it is possible to survey the 
ideas we have developed so far and give them some order and di­
rection. I shall therefore discuss the ideas of Chapter 9 against the 
background ofthe whole book, reviewing some trains of thought that 
have led us to this point and suggesting how they might be pursued 
further. 

From Natural Numbers to Complex Numbers 

The long march of the number concept from N to 1[, from counting 
to geometry, is one ofthe great sagas of mathematics. It was a strug­
gle against almost insuperable obstacles, and every learner relives 
the struggle, to some extent, even when following the marked trail. 
Unfortunately, those already in the know tend to forget this. Once 
overcome, an obstacle is no longer an obstacle, only a step up to the 
next level. But making sense of negative, irrational, and imaginary 
numbers once seemed impossible tasks, so it is worth reflecting on 
the power of the ideas that made them possible. 

The step from N to the integers J'.. or the rationals Q is technically 
a small one today, now that we are happy to accept infinite sets as 
mathematical objects. An integer can be defined as a set of pairs of 
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natural numbers with constant difference, for example, 

+3 = {CO, 3), (1, 4), (2, 5), (3, 6), ... } 

-3 = {(3, 0), (4, 1), (5,2), (6, 3), ... }. 

We can similarly use sets of pairs of integers with constant quotient 
to define rational numbers. The real point of expanding N to 7L and 
(j) is the simplification in structure, allowing unlimited subtraction 
and division (except division by 0). The structure obtained-a ring in 
the case of 7L, a field in the case of (j)-turns out to be one of the most 
fruitful ideas in mathematics. It allows our intuition about numbers 
to be used in the study of congruence classes, polynomials, and 
even more abstract objects. The field structure also guides further 
extensions of the number concept; it becomes precisely the thing 
we want to preserve. 

The step from 0 to If{ is the most profound, because it creates a 
model of the real line and hence bridges the gap between discrete 
and continuous. It is this step that commits us to set theory irrevoca­
bly; we cannot do without infinite sets and an uncountable number 
of them. However, this step also brings a huge gain in understand­
ing. It not only shows that rational numbers are "rare:' in the sense 
that there are only countably many of them, it shows that the same 
is true of the algebraic numbers; the numbers (such as viz) that are 
roots of polynomial equations with integer coefficients. 

When Cantor proved that If{ is uncountable in 1874 he actually 
began by proving that there are only countably many algebraic num­
bers (which is not hard, because it amounts to listing the polynomial 
equations with integer coefficients). His uncountability proof then 
enabled him to conclude immediately that transcendental numbers 
exist, a result previously obtained with great difficulty by proving 
specific numbers transcendental. 

Dedekind's idea of creating If{ by completing 0, or "filling its 
gaps," also plugged many holes in the logic of calculus and geome­
try. In particular, it is crucial in the so-called fundamental theorem 
of algebra, which states that any polynomial equation has a root 
in IC. This turns out to depend on properties of continuous functions 
on the plane, which were not properly proved until the complete­
ness of If{ was understood. The details may be found for example in 
Stillwell (1994). 
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Extending IR to C is technically a small step. As mentioned in 
Section 7.1, it suffices to define complex numbers as pairs of real 
numbers and define + and x appropriately. The unexpected power 
of C derives partly from the completeness of IR and partly from the 
harmony between + and x on C and the geometry ofthe plane. It is 
a kind of miracle that so much algebraic and geometric structure can 
coexist in the same object, and in fact this miracle is not repeated. 
There is no way to define + and x in a space ofthree or more dimen­
sions so that the resulting structure is a field, though there are "near 
misses" in dimension 4 (the multiplication is noncommutative) and 
dimension 8 (the multiplication is nonassociative and noncommu­
tative). More information on this interesting question may be found 
in Artmann (1988) and Ebbinghaus et al. (1991). 

The Exponential Function 

The exponential function, like C itself, is an amazing confluence of 
arithmetic and geometric ideas. 

In arithmetic, the idea of exponentiation first arises in N. As we 
know from Section l.7, powers of 2 occur in Euclid's theorem on 
perfect numbers. The fundamental property of powers of 2 is that 
when powers are multiplied, their exponents add: 

2m X 2" = 2m+11. 

In Section 6.10 we observed that in 0, where we also have negative 
powers of 2, there is in fact an isomorphism between the group of 
powers of 2 under x and the group of integers under +. One of the 
advantages of IR is that it allows 2(l to be defined for any real numbers 
a, extending the exponent addition property to all real a and b: 

2(l X i' = 2a +h . 

This gives an isomorphism between the group of real powers of 2, 
under x, and the group IR under +. 

This isomorphism allows us to multiply positive reals x and y by 
the simpler operation of addition as soon as we know logarithms and 
antilogarithms. The logarithm (to base 2) of x > 0 is the number a 
such that x = 2a , so if we also know the logarithm [) ofy we can find 
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x x y from 

x x y = 2" X 2') = 2a+b 

by forming the sum a+b and looking up its "antilogarithm" 2,,+b. The 
logarithm function was originally invented for this purpose, and only 
later found to be the area under the hyperbola. It seems even more 
remarkable that the complex exponential function eif! turned out to 
be cos e + i sin e (Euler (1748)). However, hints of this relationship 
had been around for centuries, and we have seen some of them, for 
example, Viete's "product of triangles" discussed in Section 7.2. 

Perhaps the most remarkable thing is that eZ can be defined, for 
complex Z, in a completely geometric manner. Consider the problem 
of mapping the cartesian coordinate grid, oflines x = constant and y = 
constant, onto the polar coordinate grid of radial lines e = constant 
and concentric circles r = constant. Putting Z = x + iy, we see that 
eZ = eX(cosy+isiny) does the trick: the line x = constant is mapped 
onto the circle of radius eX, and the line y = constant is mapped onto 
the raye =y. 

This map preserves angles, not through any special merit of eZ , 

because in fact the same is true of most of the complex functions one 
meets. In this case, one can see immediately that the right angles 
between the lines x = constant and y = constant map to right angles 
between the radial lines and the circles in the polar coordinate grid. 

FIGURE 9.10 The exponential map. 
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It is more interesting to observe what happens to a diagonal through 
the "little squares" in the cartesian coordinate grid (Figure 9.10). It 
is mapped to an equiangular spiral through the "little quadrilaterals" 
in the polar coordinate grid, and these "quadrilaterals" have to grow 
exponentially in size to maintain the constant angle of the spiral. 

Conversely, any angle-preserving map from the cartesian grid to 
the polar grid forces exponential growth on the image circles r = 

constant. Thus if one starts with the circle and the concept of angle, 
one is led inexorably to the arithmetic of exponentiation. More about 
the relation between geometric and arithmetic properties of complex 
functions may be found in the beautiful book of Needham (1997), 
from which Figure 9.10 is taken. 

From Pythagoras to Pell 

The two most important quadratic equations in this book are the 
Pythagorean equation 

and the Pell equation 

x 2 - dy2 = l. 

We have seen how Pythagoras' theorem leads to the discovery that 
the diagonal of the unit square is .j2, which in turn confronts us 
with the problem of understanding the irrational number .j2. 

This leads to the Pell equation x2 - 2y2 = 1, whose integer solu­
tions x = x", y = Yl1 give a sequence of rationals Xl1//:in converging to 
.j2. The same rationals arise from the continued fraction 

viz = 1 + __ 1-,---_ 
2 + 2+_1_1 _ 

2+~ 

and the latter is surely the simplest "explanation" of.j2 in terms of 
rational numbers. 

In attempting to understand v'd, for any nonsq uare positive in­
teger d, we follow a similar approach: find the solutions of the Pell 
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equation XL - dyL = I, and the continued fraction for ~. The em­
phasis shifts, however, as one discovers that understanding is helped 
by actual use of the number ~. In fact, it is helpful to use all the 
real numbers and the transcendental functions cosh and sinh. This 
is the message of Section 9.6. 

There we gave an arbitrary point (x, y) on the hyperbola x2 _dy 2 = 
1 the coordinate e such that 

x = coshe, 
1 

Y = ~sinhe. 

We represented each integer point (x, y) by the quadratic integer 
x + y~. Notice that 

x + yJd = cosh A + sinhe = ee, 

so the integer points are represented by quadratic integer values of 
the exponential function e() . 

The quadratic integers x + y~ such that x2 - dy2 = 1 have the 
property that the product of any two of them, Xl + Yl~' X2 + Y2~' 
is another quadratic integer X3 + Y3~ with the same property. It fol­
lows that they form an abelian group under x, and their logarithms 
form an abelian group under +. The essence of the proof in Section 
9.6 is to use logarithms to convert the group of quadratic integers 
with the x operation to the group of e values with the + operation, 
which is easier to understand. 

In this instance it is possible to understand the multiplicative 
group without the help of logarithms, and many number theory 
books do this. However, the current proof has certain merits. The 
exponential function is naturally associated with the hyperbola x2 -

dy2 = 1 anyway, and the proof is a model for a more general theorem 
in which logarithms are always used: Dirichlet's unit theorem. The 
Pell equation solution is essentially the one-dimensional case of 
this theorem; the general case may be found in books on algebraic 
number theory, for example, Samuel (l970). 

The solution OfX2 _dy 2 = 1 shows that all solutions are generated 
in a simple way from the smallest nontrivial solution, but the nature 
of this smallest solution remains a mystery. Dirichlet's pigeonhole 
argument shows that it must exist (Section 8.7*) but does not relate 
it to d in any reasonable way. In fact, its dependence on d is highly 
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irregular, judging from notorious values like d = 61, for which the 
smallest positive solution is x = 1766319049, Y = 226153980. 

There is probably no simple relationship between d and the small­
est solution, but there is an extremely interesting relationship, also 
discovered by Dirichlet. It is called his class number formula, and it 
relates the smallest solution of x2 - dy2 = 1 to the so-called class 
number of the quadratic integers x + y,Jd, a measure of their devi­
ation from unique prime factorization. For an introduction to this 
deep and complicated subject, see Scharlau and Opolka (1985), or 
see Dirichlet's own treatment in Dirichlet (1867). 

The hidden depths of the Pell equation opened into a yawning 
chasm in recent decades, with unexpected discoveries in math­
ematical logic. Since the time of Lagrange, mathematicians have 
known general algorithms for finding integer solutions of quadratic 
equations, or more importantly, deciding whether solutions exist. 
(The solution of the Pythagorean equation was the first success 
in this field, and Lagrange found that the solution of the Pell 
equation opened the door to all other quadratics.) But no gen­
eral algorithms for higher-degree equations were ever discovered, 
and in 1970 Yuri Matijasevic proved that there is no such algo­
rithm. The idea of his proof is to show that polynomial equations 
are complex enough to "simulate" arbitrary computations, because 
results from logic tell us that no algorithm can answer all ques­
tions about computation. The biggest technical difficulty is finding a 
single equation that is manageable yet sufficiently complex. It turns 
out to be none other than the Pell equation! The proof, which has 
now been boiled down to simple number theory, may be seen in 
Jones and Matijasevic (1991). 
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difference, 183 
product, 183 
ring properties, 184 
sum, 183 

congruences 
addition, 181 
hnear, 197 
mod n, 179 

multiplication, 181 
notation, 180 
quadratic, 197 

completing the square, 198 
subtraction, 181 

conic sections, see conics 
conics 

construction using, 247, 260 
eccentricity, 251 
equations for, 250 
focus-directrix property, 251 
have degree 2, 247 
integer points on, 263 
intersection of, 262 
as paths of projectiles, 247 
as sections of cone, 247 
simplest curves, 247 

conjugation 
properties, 225 
and reflection, 225 

constructible 
number, 75 
points, 73 

of non-Euclidean plane, 101 
construction 

of basis over iQ, 166 
of ellipse 

by thread, 254 
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and intersections, 72 
impossibility of, 71 
of points, 73 
of product, 75 
of quotient, 75 
of regular pentagon, 76 
of square root, 75 
ruler and compass, 40 

bisecting an angle, 41 
bisecting a line, 41 
of equilateral triangle, 41 
of non-Euclidean circle, 103 
in non-Euclidean plane, 100 
n-secting a line, 42 
of parallel, 42 
of perpendicular, 42 
of reflection in a circle, 102 
ofregular 17-gon, 43 
of regular hexagon, 43 
replicating an angle, 42 
of square, 43 

using conics, 260 
of 42,260 
of cube roots, 261 

continued fraction, 269 
Brouncker, 172 
periodic, 269 
for JT, 173 
for../2,269 
for.J3, 271 

convex, 52 
coordinate, 69 

complex 
on non-Euclidean plane, 

239 
on sphere, 239 

origin, 69 
cosh, 293, 295 

addition formula, 297 

cosine, 147 
addition formula, 152 
double angle formula, 156 
function 

is transcendental, 150 
half angle formula, 156 
infinite series, 293 
inverse, 152 
rational values of, 169 

countability 
of algebraic numbers, 304 
of N, 7L and {~, 107 

cube 
Dehn invariant, 163 

cube roots, 261 

cubes mod p, 200 

cubic 
curve, 141 

parameterization, 141 
rational points, 142 

equation, 222 
Cardano formula, 222 
Viete solution, 223 

cuboid,56 
curve 

algebraic, ISO, 282 
area bounded by, 284 
cubic, 141 
elliptic, 141 
length of, 95 
quadratic 

degenerate, 256 
rational points, 124 

cyclic group, 211 
finite, 211 

and primitive roots, 211 
infinite, 211 

and Pe11 equation, 301 
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D 

Durer, 276 

de Moivre formula, 154 

Dedekind, 26 

and successor function, 27, 30 

cut, 79 

for J2, 78 

defined real numbers, 55 

defined succession, 34 

definition by induction, 35 

definition of irrationals, 79 

definition of reals, 79 

definition of + and x, 80 

ideals, 209 

influenced set theory, 35 

introduced congruence 
class(~s, 209 

proof that J2J3 = .;6, 81 

set of ideas, 28 

degree 

of equation, 247 

geometric significance, 256 

Dehn, 159 

invariant, 161 

of cube, 163 

and equidecomposability, 
163 

of tetrahedron, 168 

theorem, 168 

derivative, 154 

Descartes 
analytic geometry, 38 

and cartesian product, 85 

and coordinates, 69 
Geometry, 38 

identified quadratic curves, 
256 

descent, 2 

and Egyptian fractions, 3 

and Euclidean algorithm, 14 
in Fermat, 33, 131 

in fundamental results, 23 

gives prime divisor, 8 

preferred to ascent, 32 

and prime divisor property, 
19 

and sums of powers of2, 183 

used by Euclid, 32 

dilatation, 109 
as complex function, 227 

Diocles, 254 

focal property of parabola, 
254 

On Burning Mirrors, 254 

Diophantine equations, 137 

and rational points, 137 

Diophantus, 117 

on area of triangles, 131 

Ariti1metica, 117 
circle without rational points, 

125 

identity, 216 

Euler proof, 218 
innovations in notation, 137 

Pythagorean triples in, 116 

rational points on circle, 140 

sought rational solutions, 137 

split a square in two, 139 

directrix, 251 

Dirichlet 
approximation theorem, 272 
class number formula, 309 
on Euclidean algorithm, 31 
pigeonhole principle, 272, 308 
theorem on primes, 9 
unit theorem, 308 

Vorlesungen, 31 
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Disquisitiones Arithmeticae, 19 
distance 

basic properties, 86 
Euclidean, 85 
non-Euclidean, 100 

divisibility 
by 11 

test for, 182 
by 9 

test for, 182 
by 3 

test for, 182 
division 

algorithm,S 
mod n, 186 

and inverses mod n, 187 

property 
of natural numbers,S 
of polynomials, 135 
in Z[ V'=2], 233 
in Z[1], 230 

with remainder, 4 
divisor, 4 

of a2 + 2b2 , 238 

in terms of prime factors, 20 
integer, 4 
prime, 7 
proper, 21 
of sum of two squares, 237 

double angle formulas, 156 

E 

e, 290 
infinite series, 294 
irrationality, 294 
is transcendental, 295 

eccentricity, 251 
Egyptian fractions, 3 

and descent, 3 
unsolved problems, 4 

ellipse 
equation of, 250 
focal property, 254 
integer points, 263 
no points at infinity, 279 
relative to horizon, 276 
as section of cone, 248 
as section of cylinder, 251 
sum of focal distances, 254 
thread construction, 254 

elliptic 
curve, 141 

parameterization, 141 
functions, 141 

parametrize cubic curves, 
141 

empty set, 28 
equation 

of circle, 71, :36 
of cone, 248 
cubic, 222 
degree of, 247 
Diophantine, 137 
of ellipse, 250 
of hyperbola, 250 
indeterminate, 137 
ofline, 86, 247 
linear, 13 

reason for name, 70 
of parabola, 250 
Pell,271 
polynomial 

number of roots, 150 
quadratic 

integer solutions, 309 
solved by Euclid, 56 

quartic, 262 
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equiangular spiral, 307 
equidecomposability, 62 

and Dehn invariant, 163 
equidistant line, 87, 253 

and reflection, 90 
Euclid,7 

congruence concept, 47 
formula for perfect numbers, 

21 
formula for Pythagorean 

triples, 114 
variations, 115 

parallel axiom, 44 
proof of Pythagorean 

theorem, 53 
proof of triangle inequality, 

94 
solved quadratic equations, 56 
summed geometric series, 34 
synthetic geometry, 38 
theorem on perfect numbers, 

21 
theorem on primes, 7 
used descent, 32 

Euclidean 
distance, 85 

and Pythagorean theorem, 
85 

geometry 
defined by equations, 71 
defined by similarities, 109 

plane, 86 
isometries, 89 
in non-Euclidean space, 241 

space, 97 
isometries, 97 

Euclidean algorithm, 13 
avoided by Gauss, 31 
correctness, 14 

Euclid's description, 13 
and Fibonacci numbers, 16 
and Gaussian integers, 32 
and inverses mod n, 189 

periodicity, 268 
for polynomials, 135 
reinstated by Dirichlet, 31 
and side and diagonal 

numbers, 270 
solves linear congruence, 198 
speed up, 15 
and square roots, 267 
subtraction form, 13 
in Z[i], 230 

Eudoxus, 285 
Euler 

constant, 291 
criterion 

and primitive roots, 200 
for squares modp, 198 

in terms of (~), 199 

formula for eif), 292 

formula for cot, 151 
found divisor of 22' + I, 193 
named Pell equation, 271 
phi function, see phi function 
product formula, 173 
proof of Diophantus' identity, 

218 
proved two squares theorem, 

139 
series for 11: 

and Brouncker fraction, 173 
series for even powers of 11:, 

173 
solution of y3 = x2 + 2, 236 
theorem on perfect numbers, 

23 
proof by Dickson, 23 
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exponential function, 154, 283, 
290 

addition formula, 292 
of complex variable, 293 

definied geometrically, 306 
embraces cos and sin, 293 

and hyperbola, 283 
infinite series, 293 
inverse to log, 290 
is transcendental, 293 

exponential map, 306 

factor, 6 
factorization, 5 

algebraic, 6 

F 

of Pythagorean triples, 159 
of sums of squares, 237 

Fermat 
and coordinates, 69 
and descent, 33 
descent proof, 131 
identified quadratic curves, 

256 
last theorem, 139, 190 

fourth power case, 141 
inspired by Diophantus, 

140 
little theorem, 190 

and Euler's criterion, 198 
and prime recognition, 212 
and RSA, 212 

number, 193 
primes, 7 

and constructible n-gons, 44 
on rational right triangles, 131 
solved some Pell equations, 

271 

sought factors of 2n - 1, 22 
theorem about x2 + 2y2, 242 

theorem about x2 + 3y2, 242 

theorem on fourth powers, 
133 

Cassels proof, 134 
trouble with x2 + 5y2, 242, 245 
two squares theorem, ] 39, 233 

and Gaussian primes, 234 
proved by Euler, 139 

Ferrari, 262 
Fibonacci, 3 

Liber Abacci, 3 
Liber Quadratorum, 131 
numbers, 16 

and Euclidean algorithm, 
16 

and integer points, 301 
on area of triangles, 131 
proved Diophantus' identity, 

217 
field, 12 

in Euclidean geometry, 106 
finite, 221 
of fractions, 12 

focal property 
of ellipse, 254 
of parabola, 253, 254 

focus, 251 
at infinity, 255 
means fireplace, 252 
in theory of gravitation, 252 

foundations 
of arithmetic, 26 
of calculus, 26 
of geometry, 26 

fractions 
addition, 12 
Egyptian, 3 



326 Index 
-----------------------------------------------------------

fractions (continued) 

extend natural numbers,S 
field of, 12 
in lowest terms,S 
multiplication, 12 
unit, 3 

Frey, 141 
function 

additive, 165 
and axiom of choice, 

174 
algebraic, 150, 281, 282 
circular, 147 

limit properties, 151 
composition, 92 
continuous, 174 
continuous additive, 174 
elliptic, 141 
exponential, 154, 283, 290 
hyperbolic, 295 
linear fractional, 241 

and geometry, 241 
periodic, 150 
recursive, 35 
transcendental, 150, 281 

in geometry, 282 
fundamental theorem 

of algebra, 221 
and completeness of IR, 

304 
of arithmetic, 20 

first stated by Gauss, 20 
of calculus, 172 

G 

gap, 83 
in countable set of reals, lO8 
in rationals, 82 

Gauss 
avoided Euclidean algorithm, 

31 
congruence concept, 179 
construction of 17-gon, 43 
description of gcd and lcm, 20 
Disquisitiones Arithmetieae, 19 
on prime divisor property, 20 
proof of Wilson's theorem, 

191 
proved primitive roots exist, 

200 
results using congruence, 208 
on Wilson's theorem, 208 

Gaussian integers, 221, 227 
division property, 230 
Euclidean algorithm, 32, 230 
form a ring, 227 
gcd, 231 

linear representation, 232 
norm, 228 
prime divisor property, 232 
refine understanding of Z, 

227 
unique prime factorization, 

230 
units, 228 

Gaussian primes, 228 
classification, 235 
infinitely many, 229 
and two squares theorem, 234 

gcd,13 
of Gaussian integers, 231 

linear representation, 232 
and inverses mod n, 187 

linear representation, 14, 31 
in terms of prime factors, 20 
produced by Euclidean 

algorithm, 14 
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geometric algebra, 54 
on Greek coin, 67 
and product of lengths, 54 
relates lengths via areas, 54 

geometric series 
and perfect numbers, 21 
and periodic decimals, 82 
summed by Euclid, 34 
and volume of tetrahedron, 58 

geometry 
analytic, 38, 54 

in Descartes, 38 
in Hilbert, 38 
reason for name, 71 

defined by isometries, 96 
Euclidean 

defined by equations, 71 
Klein definition, 95 
non-Euclidean, 71 
projective, 275 
of sphere, 97 
synthetic, 38 

in Euclid, 38 
in Hilbert, 38 

glide reflection, 93 
and complex numbers, 226 
from three reflections, 93 

Grassmann, 26 
defined + and x by induction, 

27 
Lehrbuch, 34 
proof of associative law, 29 
proof of commutative law, 29 
proved ring properties of 7L, 

27 
gravitation, 64 

and focus, 252 
great circle, 97 

reflection in, 97 

greatest common divisor, see gcd 
Gregory, 172 
group, 211 

abelian, see abelian group 
cyclic, see cyclic group 
infinite cyclic, 267 

of integer points, 301 
nonabelian, 211, 243 

in number theory, 243 
of similarities, 109 
of transformations, 97 

H 

half angle formulas, 156 
and Pythagorean triples, 156 

half turn, 88 
is composite of two 

reflections, 92 
of non-Euclidean plane 

about i, 239 
of sphere, 239 

Hamilton, 216 
Heiberg, 65 
Hermite, 295 
Hero, 123 

triangle area formula, 123 
Hilbert 

analytic geometry, 38 
congruence axioms, 48 
Foundations of Geometry, 38 
invariance of area, 61 
synthetic geometry, 38 
third problem, 159 

solution by Dehn, 168 
Hippocrates of Chios, 285 
horizon, 276 
hyperbola, 126 

addition of points, 297 
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hyperbola (continued) 

area of sector, 295, 297 
area under, 287 
asymptotes, 258 
equation of, 250 
and exponential function, 283 
integer points, 264 
rational points, 126 
relative to horizon, 276 
as section of cone, 248 
transcendental area function, 

287 
two points at infinity, 279 

hyperbolic 
cosine, see cosh 
functions, 295 

and Pell equation, 298 
sine, see sinh 

I 

i, 215 
multiplication by, 221 
and Pythagorean triples, 158 

ideal, 244 
non principal 

inZ[h],245 
principal, 244 

and unique prime 
factorization, 244 

identity 
function, 97 
property of 0, 10 
property of 1, 11 

identity element 
in abelian group, 210 

induction, 1 
ascent form, 24 
in combinatorics, 34 

definition by, 27 
in Dedekind, 35 

descent form, 23 
step, 24 

infinite 
decimal, 81 

ultimately periodic, 82 
descent, 2 

in Fermat, 33, 131 
sets, 28 

infinitesimals, 55 
don't exist in ~, 84 

infinity, 1 
axiom of, 28 
focus at, 255 
line at, 278 
and natural numbers, 1 
point at, 278 

integer, 10 
as a set of pairs, 304 
negative, 10 
positive, 10 

integer points 
on conics, 263 
on ellipse, 263 
on hyperbola, 264 
on line, 126 
on parabola, 264 
on x" + xy - y2 = 1, 301 

and Fibonacci numbers, 
301 

on x2 - 2y2 = 1 
product of, 264 

on x2 - dy2 = 1, 126,300 
form infinite cyclic group, 

301 
generation of, 301 
product of, 265 

on x 2 - y2 = 1, 126,266 
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integers 
Gaussian, 32 

intersections, 72 
axioms about, 73 
of circles, 74 

of conics, 262 

of lines, 73 
inverse 

in abelian group, 210 
additive, 10 
cosine, 152 

function, 97 
of logarithm function, 290 

mod n, 186 

criterion for existence, 187 
and division mod n, 187 

by Euclidean algorithm, 189 
and the gcd, 187 

multiplicative, 11 
tan 

infinite series, 172 

irrationality 
by Cantor's argument, 109 
clarified by Dedekind, 55 

Dedekind definition, 79 
ofe, 294 
from unique prime 

factorization, 18 
in music theory, 64 

"not a ratio", 2 

oflog10 2,19 
of~, 19 
of../2, 2, 19 

and Pythagoreans, 54 

of../3, 19 
unknown for Euler's constant, 

291 
isometry, 87 

basic property, 89 

is composite of reflections, 91 
of Euclidean plane, 89 

as complex function, 223 

of Euclidean space, 97 
of non-Euclidean plane, 100 

as complex function, 239 

of non-Euclidean space, 241 

as complex function, 241 

orientation-preserving, 98 
and complex numbers, 226 

orientation-reversing 
and complex numbers, 226 

of sphere, 97 
as complex function, 239 

isomorphic rings, 196 

J 

Jyesthadeva, 172 

K 

Kepler, 64 

and points at infinity, 279 
introduced term focus, 253 

Klein 
and motion in geometry, 48 

definition of geometry, 48, 95 

L 

Lagrange 
four squares theorem, 139, 

179 
integer solutions 

quadratic equations, 309 
polynomial theorem, 188 

and Euler's criterion, 198 
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Lagrange (continued) 

proved Wilson's theorem, 193, 

209 

solved Pell equation, 271 

theory of quadratic forms, 
242 

Landau, 77 

Laski, 2 

lattice, 244 

shape, 245 

lcm,20 

how to compute, 21 
in terms of prime factors, 20 

least common multiple, see lcm 

least upper bounds, 84 

and area, 284 

and completeness, 84 

exist in IR, 84 

and length of curves, ~5 

Legendre 

symbol. 199 
computation, 207 
is multiplicative, 207 

three squares theorem, 179 

Leibniz, 171, 172 
found Wilson's theorem, 208 

length 

of arc 
and angle measure, 144 

of curve, 95 

Lindemann, 295 

line, 82 
absence of gaps, 82 

"continuity", 82 
has degree 1, 247 

equation of, 86 

equidistant, 87, 253 
and reflection, 90 

as equidistant set, 86 

at infinity, 278 

integer points, 126 

non-Euclidean, 100 

order of points, 112 

in IR x R 86 

rational points, 126 

[("flection in, 87, 90 

linear 

congruence, 197 

equation, 13 
integer solutions, 13 

reason for name, 70 
test for integer solvability, 

15 

representation of gcd, 14, 31 

logarithm 

additive property, 287 

consequences, 289 

inverse of. 290 
is transcendental, 293 

natural, 287 

to base a, 294 

to base 2, 305 

lune, 285 

M 

Madhava, 172 

mathematical induction, see 

induction 

Matijasevic, 309 

matrices, 259 
measure 

of angle, 143 
via arc length, 144 

area, 51 
length, 50 

Menaechmus, 260 
construction of yr2, 260 
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Mersenne,7 

primes, 7 

and perfect numhers, 22 

method of finding 1 
and Chinese remainder 

theorem, 196 

and gcd, 196 

mod notation 

for remainder, 180 
modulus, 180 

Mordell, 142 
motion 

and congruence, 47 

in Klein's definition of 
geometry, 48 

multiplicative inverse, 11 

property, 11 

N 

N, ]0 

countability, 107 

n-gon 

angle sum, 47 

natural 

logarithm, 287 

numbers, 1 
and infinity, 1 

Neugebauer and Sachs, 112 

Newton, 64 

chord construction, 142 
theory of gravitation 

and conics, 252, 279 
and focus, 2S2 

Nllakantha, 171 

Nine Chapters, 116 

Pythagorean triples in, 116 
nonconstructibility of .:ti, 75, 

77 

non-Euclidean 

angle, 101 

circle, 101 

construction, 103 

constructible point, 101 

distance, 100 

geometry, 71 

isometry, 100 
line, 100 

line trisection 

sometimes impossible, 104 

plane, 86, 100 

ruler and cornpass 
constructions, 100 

similarities 
are isome tries, 109 

size 

follows from shape, 109 

translation, 102 

non-Euclidean plane, 100 

complex coordinate, 239 

disk model, 239 
isometries, 241 

half turn about i, 239 

and lattice shapes, 245 

in non-Euclidean space, 241 

orientation-preserving 

isometries 
as complex functions, 239 

and parallel axiom, 100 

reflection in imaginary axis, 
239 

tessellation, 239 
generated by ret1ections, 

239 

non-Euclidean space, 238, 241 
Euclidean p'.anes in, 241 

half space model, 241 
non-Euclide ,111 planes in, 241 
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non-Euclidean (continued) 

orientation-preserving 
isometries 

as complex functions, 241 
spheres in, 241 

nonmodularity, 141 
norm, 228 

multiplicative property, 228 
on .2:[ H], 230 

on .2:[ viz], 267 
on .2:[-Jli] , 267, 273 

and Brahmagupta identity, 
267 

multiplicative property, 
273 

on .2:[i], 228 
numbers 

algebraic 
form countable set, 304 
ideal, 209 

complex, 215 
absolute value, 217 
addition, 216 
additivity of argument, 220 
argument, 220 
conjugate, 225 
Hamilton definition, 216 
imaginary part, 216 
multiplication, 216 
as ordered pairs, 216 
in polar coordinates, 220 
real part, 216 

constructed by conics, 247 
irrational, 79 
natural, 1 

division property,S 
von Neumann definition, 

28 
perfect, 21 

prime, 6 
rational, 11 

and periodic decimals, 82 
real, 55, 77 

Dedekind definition, 79 
definition of + and x, 80 

relatively prime, 115 

side and diagonal, 266 
and Euclidean algorithm, 

270 
transcendental, 295 

Cantor construction, 304 

o 
octahedron, 59 

volume of, 59 
orientation, 98 
origin, 69 

Pappus, 47 
parabola 

p 

algebraic area function, 286 
equation of, 250 
as exceptional case, 248 
focal property, 253, 254 
has one focus at infinity, 255 
integer points, 264 
one point at infinity, 279 
relative to horizon, 276 
as section of cone, 248 
shape, 251 

parallel 
axiom, 44 

of Euclid, 44 
fails in non-Euclidean 

plane, 100 
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of Playtair, 44 
construction, 42 

parallelepiped, 56 
volume of, 56 

parameterization 
of circle 

by cos and sin, 119 
by rational functions, 119 

of cubic curve 
by elliptic functions, 141 

of Pythagorean triples, 114 
of quadratic curve 

by rational functions, 127 
of rational Pythagorean 

triples, 117 
of rational triangles, 120 

Pascal, 34 
triangle, 34 

Pell, 271 
Pell equation, 271 

and hyperbolic functions, 
298 

nontrivial solution, 273 
pentagon construction, 76 
perfect numbers, 21 

Euclid's formula, 21 
Euclid's theorem, 21 
Euler's theorem, 23 
and Mersenne primes, 22 

periodic 
continued fraction, 269 
decimal, 82 
function, 150 

periodicity 
of Euclidean algorithm, 268 

phi function, 189, 197 
from prime factorization, 197 
multiplicative property, 197 
on prime power, 189 

n 
Archimedes approximation, 

146,17l 
biblical approximation, 145 
Brouncker continued fraction, 

172 
equals two right angles, 47 
even powers of 

Euler series, 173 
infinite series, 171 
is transcendental, 295 
rational approximations, 275 
and squaring the circle, 143 
standard continued fraction, 

173 
Viete product, 155 
Wallis product, 172 
Zu Ch6ngzhi approximation, 

171 
and continued fraction, 

173 
pigeonhole principle, 272 
plane 

Euclidean, 036 
non-Euclidean, 100 
projective, 278 
reflection in, 97 

Plato 
and divisors of 5040, 22 
Epinomis, 66 

view of geometry, 65 
Play fair axiom, 44 
Plimpton 322. 111 

Pythagorean triples in, III 
Poincare, 102 

and linear fractional 
functions, 241 

non-Euclidean plane, 100 
complex coordinate, 239 
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Poincare (continued) 

non-Euclidean space 
half space model, 241 

and quadratic forms, 243 
points 

as ordered pairs, 85 
at infinity, 278 

polar 
coordinate grid, 306 
coordinates, 220 

polygon 
area of, 52 
convex, 52 
cut into triangles, 52 

polygonal path, 95 
polynomial, 135 

degree, 135 
division property, 135 
equation 

number of roots, 150 
Euclidean algorithm, 135 
irreducible, 135 
unique factorization, 135 

prime divisor 
Gaussian, 228 
property, 1 7 

by descent, 19 
for integers, 17 
Gauss remark on, 20 
implies unique prime 

factorization, 17 
in 1'[lj, 232 
known to Euclid, 17 

prime numbers, see primes 
primes, 6 

Dirichlet theorem, 9 
equal to sum of two squares, 

235 
Euclid's theorem, 7 

in Euler product formula, 173 
Fermat, 7 

and constructible n-gons, 
44 

of form 411 + 1, 9 
oftorm 411 + 3,9 

are Gaussian primes, 229, 
235 

infinitely many, 9 
of form )12 + 1,9,233 

of form x 2 + 2~l, 242 
of form x2 + 3y2, 242 

of form x2 + y2, 242 

infinitely many, 7 
Mersenne,7 

and perfect numbers, 22 
twin, 233 
in 1'[ yC2J, 230 
in 1'[i], 228 

primitive 
Pythagorean triples, 116 
root, 200 

existence, 200 
prism, 56 

volume of, 56 
product 

cartesian, 85 
direct, 195 
Euler, 173 
of Pythagorean triples, 158 
tensor, 163 

projection 
circle to conic, 275 
line to circle, 127 
stereographic, 127 

projective 
geometry, 275 
plane, 278 
transformations, 278 
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Pythagorean theorem, 37 
and Euclidean distance, 8.'1 

and tiled floor, 39 
converse, 40 

and Pythagorean triples, 111 

construction of right angle, 
66 

Euclid proof, 53 

true by definition in IR x IR, 86 

Pythagorean triples, 111 

and converse Pythagorean 
theorem, 111 

in Diophantus, 116 

in Euclid, 113 

Euclid parameterization, 114 

factorization, 159 

and half angle formulas, 156 

and i, 158 

in Plimpton 322, III 

primitive, 116 

product, 158 

rational, 117 

and tan addition formula, 157 

Pythagoreans, 54 

and ../2, 54 

music theory, fi4 

leads to irrationals, 64 

philosophy, 64 

Q 

0,11 

basis over, 165 

countability, 107 
quadrant, 69 

quadratic 
character, 199 

of -1,201 

of 2, 202 

congruence, 197 

mmpleting the square, 198 

curve 
degenerate, 256 

parameterization, 127 

rational points, 124 

without rational points, 125 

curves 
identified by Fermat and 

Descartes, 256 

equation 
integer solutions, 309 
solved by Euclid, 56 

forms, 242 

binary, 242 

equivalent, 242 

as matrix products, 259 

studied geometrically, 243 

integers, 230, 243 

nonresidue, 199 

reciprocity, 203 
Rousseau proof, 204 

supplement, 208 

residue, 199 

quadrilateral 
angle sum, 45 

cyclic 
area formula, 123 

quartic equation, 262 

Ferrari solution, 262 

R 

1R,80 

basis over (} for, 175 

uncountability of, 175 

and axiom of choice, 175 

1R/2JT,z, 164 

IR/JT,z, 164 
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rational 
addition formula, 157 
approximation to Jr, 275 
combination, 165 
functions, 119, 134 
independence, 166 

theorem, 167 
points 

chord construction, 142 
circle without, 125, 178 
on circle, 117, 140, 239 
on cubic curve, 142 
dividing circle, 170 
on hyperbola, 126 
on line, 126 
on n-sphere, 130 
on quadratic curve, 124 
on sphere, 127, 129 
sphere without, 130 

tangent construction, 142 
Pythagorean triples, 117 

parameterization, 117 
right triangle, 131 

area, 131 
Fermat theorem, 131 

triangles, 120 
in Brahmagupta, 120 
parameterization, 120 
split, 121 

values of cosine, 169 
rational numbers, see rationals 
rationalization, 119 

impossible for.Jl + X4, 134 
impossible for ~, 120 
of.Jl - X2, 119 

rationals, 11 

and periodic decimals, 82 
have gaps, 82 
sum of, 185 

real numbers, see reals 
reals, 79 

completeness, 83 
and least upper bounds, 84 

definition of + and x, 80 
have least upper bounds, 84 
have no gaps, 83 
no infinitesimals property, 84 

and Archimedean axiom, 
84 

rectangle 
area of, 51 
existence, 46 

recursive functions, 35 
reflection, 87 

glide, 93 
in circle, 100 

construction, 102 
in great circle, 97 
in a line, 87, 90 
in plane, 97 
in sphere, 241 

relatively prime numbers, 115 
remainder 

mod notation for, 180 
Ribet, 141 
Riemann surface, 209 
ring, 12 

commutative 
with unit, 12 

properties, 12, 209 
of 7L/n7L, 184 

properties of 7L 
proved by induction, 27 

of quadratic integers, 230 
root ofl, 221 
rotation, 93 

and multiplication by i, 221 
as complex function, 223 
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is composite of two 
reflections, 93 

limit, 102 
non-Euclidean, 102 
of sphere, 239 

Rousseau, 204 
RSA,212 

series 

s 

for cosine, 293 
for e, 294 
for even powers of Jr, 173 
for exponential function, 293 
for inverse tan, 172 
for Jr, 171 
for sine, 293 

Serre, 141 
set 

concept 
used by Dedekind, 27 

countable, 107 
infinite, 28 
theory 

influenced by Dedekind, 
35 

uncountable, 107 
side and diagonal numbers, 266 

recurrence relations, 266 
similarity, 109 

and Euclidean geometry, 109 
group, 109 
non-Euclidean 

is isometry, 109 
preserves angles, 109 

sine, 147 
addition formula, 152 
double angle formula, 156 

function 
not algebraic, 150 
is transcendental, 150 

half angle formula, 156 
infinite series, 293 
not algebraic, 282 
wave, 149 

tangent to, 154 
sinh, 293, 295 

addition formula, 297 
space 

Euclidean, 97 
non-Euclidean, 238 

sphere 
complex coordinate, 239 
geometry of, 97 
in non-Euclidean space, 241 
isometries of, 97 
n-dimensional, 130 
rational points, 127, 129 
without rational points, 130 

square root 
and Euclidean algorithm, 267 
construction, 75 

squares 
modp, 193,197 

Euler criterion, 198 
splitting one into two, 139 
sum of four 

Bachet question, 138 
Fermat claim, 139 
Lagrange theorem, 139, 179 

sum of three, 179 
Legendre theorem, 179 

sum of two, 139, 178, 179 
Diophamus identity, 216 
divisors, 237 
equal to prime, 235 
factorization, 237 
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squares (cullt1!1ucd) 

Fermat theorem, 139, 2Ti 
stereographic projection, 128 

and complex coordinate on 
the sphere, 239 

formulas, 128 

line to circle, 127 

plane to sphere, 128 

subgroup, 97 

infinite cyclic, 301 

orientation-preserving, 98 

successor function, 27 

and Dedekind, 27 

nature of: 34 

properties of, 27 

synthetic geometry, 38 

in Euclid, 38 

in Hilbert, 38 

tangent 
construction 

T 

of rational points, 142 

to sine wave, 154 

Taylor, 141 

tensor, 164 
tensor product, 163 
tetrahedron, 57 

Dehn invariant, 168 
dihedral angle, 160 
and Hilbert's third problem, 

159 

volume of, 57 

by Euclid, 58 

Thales semicircle theorem, 40, 
49 

three reflections theorem, 91 

transcendental, 282 

functions, 150,281 

in geometry, 282 

numbers, 295 

Cantor construction, 304 

translation, 88 

as complex function, 223 

is composite of two 
rdlections, 92 

non-Euclidean, 102 

triangle 
angle sum, 45 

area, 52, 60 
Hero area fromula, 123 

Heronian, 123 

inequality, 93 

in Euclid, 94 

without parallel axiom, 94 

isosceles, 47 

rational, 120 

right, 131 

triangles 
congruent, 47 

rational 
parameterization of, 120 

similar, 75 

trigonometric functions, see 

circular functions 
trigonometry, 143 

in Hilbert's third problem, 
159 

u 
uncountability 

of IR, 107, 175 

and axiom of choice, 175 

proved by Cantor, 108 

unimodular transformations, 
242 
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as non-Euclidean isometries, 
243 

form nonabelian group, 243 

unique prime factorization, 17 

depends on lattice shape, 243 

and Euler product formula, 

174 

fails in 27( 0], 244 
for integers, 17 

and irrationality proofs, 18 

for polynomials, 135 
and principal ideals, 244 

in 27( p], 233 

in 27[i], 230 

unit 

commutative ring with, 12 

fractions, 3 

of 27[i], 228 

v 
Viete 

infinite product for Jr, 155 

polynomials for cos and sin, 
155 

product of triangles, 219 
and C1H , 306 

Vitruvius, 66 

volume, 56 

of cuboid, 56 

of octahedron, 59 

of parallelepiped, 56 
of prism, 56 
of tetrahedron, 57 

by Euclid, 58 

von Neumann, 28 
definition of natural numbers, 

28 

w 
Wallis product for Jr, 172 
Wantzel,44 
Waring, 193 
Wiles, 141 
Wilson 

primalitv cril:erion, 192 
theorem 

found by al-Haytham, 209 
found by Leibniz, 208 
Gauss proof, 191 
proved by Lagrange, 193, 

209 
publishedJY Waring, 193 

z 
27, 10 

countability, 107 

27/1127, 183 
ring properties, 184 

27/p27 , 187 
field properties, 187 

27[p],229 
division property, 233 

and equation y' = x2 + 2, 236 
norm, 230 
primes, 230 
unique prime factorization, 

233 

27[0]. 244 
27( viz], 267 
27[Jeij,267 
27[i], 227 
Zermelo,25 
Zll Chongzhi, 171 

approximation to Jr, 171 
and continued fraction, 

173 
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