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INTRODUCTION

This book provides a detailed and comprehensive overview of the main
research methods employed by researchers investigating second language
acquisition (SLA)! within the generative framework. This introductory
chapter offers an overview of the main themes covered in the book, starting
with an introduction to I-language, the main object of study in generative
SLA (GenSLA). The chapter explains some of the main theoretical assump-
tions, theories, and hypotheses assumed by generative researchers over the
past 40 years. It also highlights some recurrent themes that will be explained
in detail throughout the book and finishes with a short summary of each of
the parts into which this book is divided.

1.1 I-language and the role of Universal Grammar in SLA

GenSLA is interested in investigating I-language, the abstract and uncon-
scious linguistic system held by native and L2 speakers. I-language is a sys-
tem of rules (what we call a “grammar”) which is internal and individual to
cach speaker. This contrasts with what is known as E-language,? which is
an actual manifestation of I-language and refers to how language is used by
communities of speakers.

Apart from being individual and internal to each speaker, I-language
is characterized as being intensional in the sense that it specifies a set of
“rules” generating all and only acceptable expressions and sentences (see
details in Isac & Reis 2013). For instance, speakers of German do not have
to memorize every single instance of a plural noun that exists in this lan-
guage (this would take a lot of memory and resources in a speaker’s brain);
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4 Methodological preliminaries and issues

instead, their I-language includes a rule that can generate every instance of a
plural noun in German. Native speakers unconsciously make use of this rule
when constructing sentences that include plural nouns.

I-language, which is an abstract and unconscious linguistic system, is
constrained by principles of Universal Grammar (UG). In a key article
describing the GenSLA enterprise, Rothman and Slabakova (2017: 3)
describe UG as:

[I]t is argued to be a genetically endowed blueprint to the most general-
izable facts about language; that is, it contains the linguistic information
that is common to all human languages, labeled principles [...] UG also
identifies and restricts the parameters of grammatical variation between
languages.

What exactly UG is and what it contains continues to be a topic of discussion.
Over the past 20 years of research in linguistic theory, the tendency has been
to simplify the contents of UG and start paying more attention to the role
that the input and general cognitive mechanism play in language acquisition
(see Biberauer 2019). Although the debate around the content of UG con-
tinues, the consensus is that UG constrains the grammars that can be enter-
tained by speakers (both native and non-native). That is, learner I-grammars,
which are the object of study in GenSLA, are limited in the options they can
entertain, as they have to fit the linguistic requirements imposed by UG.

L2 grammars, also known as interlanguage grammars, although still devel-
oping, are considered I-languages with the same characteristics as grammars
of native speakers (i.c., they are individual, internal, and intensional). They
are the mental grammars entertained by learners at different stages of devel-
opment and specify what learners know as acceptable or unacceptable in the
language they are acquiring. As an example, an L2 speaker of English needs
to learn how reflexive pronouns work in this language, and, in particular,
that they can only refer to subjects already mentioned in the same clause
(as shown in 1a) and cannot refer to someone else (as in 1b).

1. [Mary] looked at [herself] in the mirror.

a. Herself = Mary
b. *Herself = Sarah

Native speakers possess implicit knowledge of how reflexive pronouns work
in their first language and use that knowledge, also unconsciously, as a first
approximation when they construct L2 sentences to communicate with
others. Over time, they build an L2 mental grammar that crucially includes
both what is grammatical /correct/allowed and what is not (i.e., they need
to know about la and 1b together).
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1.2 Choosing the right method to investigate underlying
grammars

The purpose of this book is to explore the tools and methods that genera-
tive researchers use to study learner grammars. For this reason, the main
question that we aim to answer is What research methods are appropriate to
investigate Ilanguage?

The first step toward answering this question is to accept that, in fact, it
is not possible to completely access I-language, as any data that researchers
collect will always be tapping performance and not the actual knowledge
that speakers have about grammatical constructions (such as those shown
in example (1)). The lack of access to a speaker’s competence has been rec-
ognized by GenSLA researchers for some time now (see White 2003). It is,
thus, agreed that the main (linguistic) tasks which have been developed by
researchers are designed to reveal key insights into what speakers (uncon-
sciously) know about the underlying grammars they are learning, but they
are limited by the fact that what the tasks collect is ultimately the learners’
judgment or evaluation or interpretation, which is as a type of language per-
formance. As Schiitze (1996, 2016: 24) explains, “Judgment is a product
of performance and intuition is part of competence,” where intuition refers
to the ability that native speakers have zo get & sense of whether a sentence is
grammatical or not.

Nevertheless, important gains have been achieved in the GenSLA field
thanks to good-quality data collected by well-designed judgment and
interpretation tasks. Traditionally, the tasks that are preferred in GenSLA
research have been those which are carefully designed, controlled (i.e., they
are constructed according to a set of pre-defined variables), and inspired
by theoretical questions in (linguistic) theory. These tasks are often used to
collect evidence to support or refute hypotheses on how grammars develop
and get to be acquired. Due to the highly experimental nature of these tasks,
a control group is often needed as a baseline for comparison with the learner
or experimental group. Who is selected as the control group, or baseline,
for these studies depends on the specific research questions and assumptions
of each study, so it often varies (i.e., native speakers, bilingual speakers, and
L2 speakers can all be appropriate controls in specific contexts). Researchers
must pay careful attention to the design of the tasks to ensure their validity
and appropriateness for collecting the correct type of data, which are then
used to explain the specific phenomenon under investigation (see discussion
in Dominguez & Arche 2021).

Traditionally, the preferred task for many researchers working on genera-
tive issues has been the Grammaticality Judgment Task, better described as
an Acceptability Judgment Task (AJT), since speakers do not have direct
access to their grammatical unconscious knowledge. In an AJT, partici-
pants are asked for their introspective linguistic judgments on a series of
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constructions or sentences, some grammatical and some ungrammatical.
AJTs have played an important role in GenSLA research because they can
be easily adapted to investigate a wide range of linguistic phenomena (e.g.,
knowledge about pronouns, grammatical gender, word order, tense, and
aspect) but also because they can elicit judgments on ungrammatical con-
structions, something which is not possible with other type of tasks, such as
uncontrolled oral production tasks. For instance, researchers investigating
the acquisition of English reflexive pronouns (as shown in example (1)) will
find it useful to ask learners whether they think that (1a) is possible, as well
as whether they think (1b) is not possible. One evaluation without the other
is not sufficient. A task that elicits this kind of direct evidence (about what
is correct and what is incorrect in a grammar) can be useful to obtain key
insights into I-language. AJTs have some limitations, as will be explained
in Chapter 5 of this book, but they can provide the sort of evidence that
is useful to researchers interested in investigating underlying grammatical
representations. For instance, how can we know whether learners of English
know that reflexive pronouns can refer only to the subject of a sentence and
not to another subject not present in the discourse?® This kind of evidence,
concerning referential properties of pronouns in this case, will be very dif-
ficult to obtain by using other tasks, such as an interview or a film retelling.
Early on, many studies usually employed AJTs on their own. As we will
show in this book, this is no longer the case, as researchers currently make
use of a variety of task types, often eliciting different types of data, includ-
ing behavioral tasks (e.g., fill in the blanks, acceptability tasks, controlled
story-retell tasks, and picture-verification tasks), online tasks (e.g., self-paced
reading tasks), and data elicited using tools from other cognitive sciences
(e.g., data elicited using an eye tracker or data measuring brain activity).

1.3 Afield in motion: parameters, features, and the role of UG

We have already pointed out that GenSLA researchers are interested in
investigating the underlying representation of grammatical knowledge
held by speakers. Over the years, these researchers have proposed learning
theories and hypotheses inspired by the latest advances in linguistic theory
(see summaries in Rothman & Slabakova 2018; Slabakova 2016; Hawkins
2018). The field has benefited from the many studies designed to test the
validity of those theories across different populations and learning contexts.
The main assumptions adopted by GenSLA were proposed by the linguist
Noam Chomsky in a succession of publications spanning over five decades.
His views on how language works, how languages vary, and how languages
are learned have shaped the research questions that GenSLA researchers
have focused on and investigated over the past 40 years.
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1.3.1 Early on: the “Principles and Parameters” era

In the 80s and early 90s, the main questions centered on the notion of UG
and its accessibility during the process of acquiring a second language. At
the time, there was a special interest in investigating whether L2 speakers
would be able to have access to UG, as Chomsky had proposed for L1
acquisition, and whether they would be able to eventually achieve targetlike
representations.

The prevalent view of language at the time was based on Chomsky’s
“Principles and Parameters” theory (see Chomsky 1959, 1965, 1975,
1980, 1981a, 1981b, 1986b; Chomsky & Lasnik 1993). Chomsky had
proposed that UG contained all aspects of language that were common
across languages, what we know as principles. Principles refer to the abstract
knowledge of the grammar which does not need to be learned. For instance,
a principle of UG is that sentences must always contain an element that can
be identified as the subject, most often the person or thing that performs
the action of that sentence and which represents what the sentence is about.
In linguistic theory, subjects can be easily identified because they appear in
prominent positions in the syntactic structure of a sentence.

Crucially, languages can choose whether to not pronounce the subject
in certain contexts, as when the subject can be clearly identified by the con-
text. The languages which allow subjects to be null, or not pronounced, are
known as pro-drop or null-subject languages. The fact that this choice exists
(i.e., whether a particular language is pro-drop or not) shows that principles
of UG are subject to parametrization (an option exists regarding how the
principle can be satisfied). Each parameter consists of a set of two options
known as settings or values. Like principles, parameters are also part of UG,
which means that the learning task assumed for children is minimal: chil-
dren just need to set each parameter to the right value based on the input
available to them. This explains why German, French, or English children
eventually set the parameter to the [-] option as these are [-pro-drop] lan-
guages, whereas Italian, Spanish, or Hindi children set it to the [+] value as
these are [+pro-drop] languages. This parameter-setting view of language
acquisition was seen as desirable because it could explain why children could
acquire their native language fast and with seemingly minimal effort* as it
simplified the learning task quite considerably.

The Principles and Parameters theory was quickly adopted by GenSLA
scholars, as it could explain differences across languages in a straightforward
manner and could make specific predictions for acquiring languages with
different settings of the same parameter. For instance, English learners of
Italian would need to reset the value of the pro-drop parameter from [-]
to [+]. Successful resetting of this parameter was taken to mean that learn-
ers could still access UG in adulthood. Moreover, SLA researchers were
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also interested in proving that interlanguages also respected the properties
of natural languages (e.g., French, Arabic, and Warlpiri), as they are con-
strained by the principles and properties of UG.

A parameter-setting view of language acquisition was also useful because
it assumed that all syntactic properties linked to the same parameter could be
acquired together and with minimal effort (Chomsky 1981Db). For instance,
the null-subject or pro-drop parameter comprises a cluster of properties, the
licensing of null subjects being just one of them. Once learners figured out
the correct setting for this parameter, all the linked properties in the cluster
could be learned in a kind of automatic fashion (again, this makes learning
a language a much casier task).

After years of research, the available evidence pointed to the conclusion
that L2 grammars do, indeed, respect the properties of UG and that param-
eters can be reset, at least in some contexts. However, some other expected
findings were not attested, such as the automatic acquisition of the cluster
of properties linked to a parameter. Also, whereas some parameters could
be reset fairly easily (e.g., the null-subject parameter), other parameters took
much more effort (e.g., the parameter responsible for the interpretation and
use of articles). This finding could not be easily explained. Furthermore,
some aspects of the grammar were not easily linked to specific parameters
and were persistently difficult to acquire (e.g., grammatical gender). The
focus on ultimate attainment (i.e., whether 1.2 speakers could achieve full
grammar) left other important questions unanswered, such as how the
actual resetting happens and on what basis.

The Principles and Parameter framework was useful in answering some
early questions on accessibility to UG, but the switch-like nature of param-
eters proved to be ultimately unhelpful when the research questions became
more sophisticated. What the field needed was a change in the theoreti-
cal paradigm, which would allow the decomposition of parameters into
smaller units. This came about in the mid-90s when Chomsky introduced
the Minimalist Program (Chomsky 1995) and radically changed the way
that cross-linguistic differences were conceptualized. Minimalism moved
the focus from binary-type parameters to how features are specified in
lexical items (e.g., nouns, verbs, and adjectives) and functional categories®
(Holmberg 2010; Gallego 2011).

1.3.2 The role of features in the Minimalist view of language
and acquisition

In the previous section, we saw how, early on, UG was assumed to con-
tain the principles and parameters (and their possible values) that learners
would be able to access during the language acquisition process. However,
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one of the goals of the Minimalist Program (Chomsky 1995) was to make
UG as bare and minimally specified as possible. This meant moving the
mechanisms that could explain differences across languages out of UG.
Following work by Borer (1984), Minimalism saw cross-linguistic differ-
ences as arising from differences in the features (e.g., number, gender, case,
and tense) that could be found encoded on lexical items and functional
categories. For instance, the feature [+past] when referring to events in
the past tense is mapped onto the morpheme [-£4] in English. In some
contexts, a verb in the past also conveys habituality (i.e., an action that
used to take place on many occasions), as in I played tennis when I was
a child. In this context, the [-ed] morpheme attached to the verb carries
(at least) two syntactic features, [+past] and [+habitual]. This mapping is
specific to English and may not be shared by any other language, as [ +past]
and [+habitual] may be mapped onto other forms or, even, to no form at
all in other languages. This illustrates that languages differ in the way that
each specific syntactic feature is mapped onto specific forms (Berwick &
Chomsky 2011).

This new focus on features dispensed with parameters in the classical
sense and could still account for differences across languages in a specific
and principled manner. Crucially, it provided a new framework for inves-
tigating language acquisition, one in which the main tasks for children are
(a) to select a set of features from a universal inventory (this selection being
specific to each language) and (b) to assemble them onto the appropri-
ate words or categories. In SLA, researchers also turned their attention to
the role that features played in explaining the properties of interlanguage
grammars. Some researchers proposed that L2 features that are not already
present in the L1 may not be acquired in adulthood so L2 grammars would
never be completely targetlike. For instance, the “Representation Deficit
Hypothesis” (Hawkins 2001; Hawkins & Chan 1997; Franceschina 2001,
2005; Hawkins & Liszka 2003) and the “Interpretability Hypothesis”
(Tsimpli 2003; Tsimpli & Dimitrakopoulou 2007; Tsimpli & Mastropavlou
2007) proposed representational deficits caused by the inability to acquire
L2 features with the correct specifications.

On the other hand, other researchers argued that acquiring new L2 fea-
tures is possible, and that the difficulty lies in accessing the appropriate mor-
phological form which expresses those features. Under this view, English
learners would be successful in acquiring the [+past] and [+habitual] fea-
tures but may find it difficult to map these two features onto [-ed]. In this
respect, the Missing Surface Inflection Hypothesis (Haznedar & Schwartz
1997; Prévost & White 2000), Feature Reassembly (Lardiere 2000, 2009),
and the Bottleneck Hypothesis (Slabakova 2008, 2013) have investigated
problems in the mapping between fully acquired syntactic features onto
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their corresponding morphological forms. Other researchers have also
argued that the problematic mapping is between the syntactic component
and discourse-pragmatics (Hulk & Miiller 2000; Miiller & Hulk 2001;
Sorace 2005; Sorace & Filiaci 2006; Tsimpli et al. 2004). Key evidence
to illuminate these debates has been achieved by means of sophisticated
methodological designs often using a combination of different tasks (oral
production, acceptability judgment tasks, etc.).

Further refinement in the methodological designs used in studies to test
existing hypotheses has been achieved in the past few decades. Optionality
(using and omitting the same form in the same discourse) is now accepted
as a common feature of 1.2 grammars, and so tasks that seek participants’
intuitions often include the possibility that L2 speakers show optionality
in their responses, typically by allowing responses to be recorded on an
acceptability scale (from less to more acceptable). Other researchers have
also argued that some grammatical constructions are not suitable to be
tested by Grammaticality Judgment Tasks, as they are subject to gradient
acceptability (they can be more or less acceptable in certain contexts rather
than strict grammatical /ungrammatical) (see Sorace 1996; Sorace & Keller
2005; Sprouse et al. 2018).

As the field continues to debate these issues and more, the methodo-
logical design has become more rigorous and more sophisticated, often
including a combination of tasks that elicit behavioral (strictly linguistic)
and online (processing) evidence. New links between SLA and other related
fields, mainly psycholinguistics and neurolinguistics, have also proven to be
successful in illuminating existing debates and opening new lines of inquiry.

1.4 Organization of the book

In this book, we provide a comprehensive overview of the research ques-
tions, designs, techniques, and instruments used by generative scholars
investigating SLA and other areas of multilingualism. Our goal is to make
the reader aware of the rich choice of research methods available to genera-
tive researchers while advancing key insights into the rationale and useful-
ness of each method, based on factors such as the property to be acquired,
the linguistic module(s) involved, learners’ native language, the learning
task, linguistic complexity, or the acquisition context. The book comprises
12 chapters and is divided into two parts.

Part I (Chapters 1-4) briefly introduces the field of GenSLA, describing
its key assumptions and highlighting some of the main theoretical trends
over the past 40 years. This first part also introduces the key terminology
used throughout the book, as well as central issues regarding methodo-
logical design and data analysis in SLA experiments. Other topics covered
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include how to design research questions in the generative framework, what
kinds of questions can be answered, and how.

Part IT (Chapters 5-12) includes eight chapters covering individual meth-
ods used in SLA research. Each chapter includes an accessible description
of the method covered and a brief history outlining its use in acquisition
studies. The focus is on how the tasks described measure implicit knowledge
of the L2 property under investigation (construct validity), linking theoreti-
cal considerations to methodological design. We illustrate each of the meth-
odologies described in each chapter with examples from existing studies
where each task has been used successfully. These chapters also survey best
practices in experimental design, including the design of tokens and stimuli.
To assist researchers in choosing a proper methodology for their rescarch
questions, we also include a descriptive listing of the advantages and disad-
vantages of each method. At least one exemplary case study is featured in
each chapter using the method in question. Finally, a few discussion ques-
tions to aid with comprehension of the material are included in each chapter.

1.5 Discussion questions

1 Generative researchers are interested in studying the development of
mental grammars, which we have described in this chapter as part of
I-language. Consider what this means in terms of learning the follow-
ing structures: English present tense, third person singular [—s] as in
My brother speak-s Urdu, and Spanish gender marking on determiners,
nouns, and adjectives as in La casa azul “the blue house.” First, consider
the features and properties involved in the acceptable construction of
these structures and then think of what type of task would be suitable to
investigate the acquisition of these two constructions.

2 For decades, there has been much debate around the question of whether
UG is fully accessible during the process of acquiring a second language.
In your view, what could constitute key evidence for the (in)accessibility
of UG? Think about what structures L2 speakers could produce /accept
which, although not completely targetlike, are compatible with UG.

Notes

1 These researchers investigate SLA and other areas of multilingualism such as
child bilingual acquisition, heritage language acquisition, third language acqui-
sition, and native language attrition. Throughout this book, we use the term
“SLA” as an umbrella term to cover additional language acquisition.

2 The notion of I-language overlaps with what is known as “competence,” broadly
defined as the unconscious knowledge that speakers have of the grammars of the
languages they speak. Similarly, “performance” refers to what speakers actually
produce, which is not always a true reflection of their competence. This is similar
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to E-language. In this book we use both I-language and competence to mean
the underlying and unconscious grammatical knowledge within a single speaker.

3 Another type of judgment task, called a Truth-Value Judgment Task (Crain &
McKee 1985; Crain & Thornton 1998), is used to investigate whether partici-
pants know the correct interpretation of a sentence in a particular context. The
target sentences are ambiguous (i.e., they can have more than one interpreta-
tion), so a context used for disambiguation is required. See Chapter 6 for an
extended discussion.

4 The fact that children can acquire a complex grammar with seemingly minimal
effort and with the available input (which does not contain all the evidence to
deduce the rules of that grammar) is an argument in favor of a “Poverty of
Stimulus” in child language acquisition. A similar case has been proposed for
adult second language learners as well. This is fully explained in Chapter 2.

5 This is particularly important since generative researchers assume that initial
full transfer of the native grammar applies in the early stages of L2 acquisition.
Learners are able to recover from this massive transfer and acquire an L2 gram-
mar thanks to access to UG (see Schwartz and Sprouse (1994)’s “Full Trans-
fer-Full access” Hypothesis).

6 Functional categories are elements which have no real semantic content and have
purely grammatical functions. For instance, the definite article “the,” the prepo-
sition “on,” and the conjunction “and” are all examples of functional categories.

Further reading
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RESEARCH ISSUES

This second background chapter takes up where Chapter 1 left off. We will
delve further into some seminal ideas without which the GenSLA frame-
work cannot be understood properly. The first issue to be explored briefly
is the Poverty of the Stimulus (PoS), the argument that some knowledge
that learners possess does not come from the input. The chapter also pre-
sents variability from two perspectives: that of individual differences and
that of linguistics-based varviation. Next, we tackle the important distinc-
tions between input, exposure and experience, following Carroll (2017). We
briefly compare research methods from different frameworks (usage-based,
neurolinguistics, etc.). Finally, this chapter problematizes control groups
and what they are for, native speakers used as controls and the construct of
the native speaker in second language acquisition (SLA) research.

2.1 Poverty of the stimulus

The PoS refers to “the enormous gap between the input available to the
child (primary linguistic data) and the system of knowledge acquired, a sys-
tem that includes what is possible but, crucially, excludes what is impossible”
(Schwartz & Sprouse 2013: 138). Children acquiring their native language
create a complex grammatical system in their mind/brains, only some of
which is modeled by the ambient language. In this sense, the input that chil-
dren are exposed to is “impoverished” but only with respect to what can be
gleaned from it inductively. Using those two sources, Universal Grammar
(UQG) and the input, children acquire extremely complex and subtle proper-
ties of the community language at a relatively young age. Numerous such
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learning situations can be described, but the most convincing ones, called
the bankruptcy of the stimulus, obtain when negative knowledge is involved,
that is, knowledge of the unacceptability of a certain construction in the
target grammar. This knowledge cannot come from observing the input
since unacceptable sentences would never appear in the input in the first
place; thus, the ungrammaticality will never be modeled.

In what follows, we present an extended example of the argument that
a learner cannot safely assume that an alternative to the construction she
has acquired Aas to be available or unavailable in that same language. This
learning situation is implicated in the PoS cases as described by Crain and
Thornton (2000).

1 The Ninja Turtle, danced while he, , ate pizza.
2 He, danced while the Ninja Turtle, ate pizza.

In sentences such as (1), the pronoun 4e can refer both to the matrix subject,
the Ninja Turtle, or to someone else in the discourse. The notation adopted
here is to use the same subscript (1 or 2) when pronoun and antecedent
co-refer. In example (2), on the other hand, 4¢ may not refer to the indi-
vidual called the Ninja Turtle. Note that these two sentences have almost
the same word order but quite different interpretations, one of them being
ambiguous. We can visualize this situation in Table 2.1.

The lack of one interpretation as in the top right-hand corner is called
a “negative constraint.” It presents a critical argument for PoS situations,
since learners are not exposed to the unavailable form—meaning mapping.
You might consider performing an experiment to find out whether children
acquiring English as their native language know the facts in Table 2.1. An
act-out task would be appropriate, where the experimenter produces the test
sentences and asks the child to mime actions with toy figurines. If the child
shows sensitivity to the absence, for example, by not acting out or rejecting
one interpretation in an act-out task, one could maintain that knowledge of
something unmodeled by the input is accessible.

This logical problem of acquisition has different dimensions when a second
or additional language(s) is being acquired. What could be a PoS property
for children need not be the same for adults acquiring that same language

TABLE 2.1 Form and meaning relationships in two similar sentences

The NT, danced while he, ,, ate pizza He, danced while the NT, ate pizza

He = the Ninja Turtle X
He = someone else He = someone else




Research issues 15

as an L2, just because their native language may have already modeled
that property. For that reason, as Schwartz and Sprouse (2013: 152) argue,
the best demonstration of PoS in action is when the lack of a certain con-
struction is involved. For example, the native language of the learners makes
available two options for a certain meaning or a certain form (construction),
while the L2 grammar allows only one meaning or form. The second gram-
mar is in this sense “restricted.” No positive evidence is available for the lack
of meaning or form, as it will not appear in the input, but the absence of
evidence is not evidence of absence. If L2 learners demonstrate knowledge
of the restricted L2 grammar, then this knowledge has to come from UG
and not from the input. As Rothman and Slabakova (2018: 426) point out,
every PoS case in L2 acquisition may rise or fall on its own merit, but col-
lectively they argue for the involvement of some innate knowledge.

How can this line of arguments be disputed or supported? To demonstrate
that UG is available in L2 acquisition, on its own and not just through the
native grammar, research has to obey two conditions: (a) The linguistic phe-
nomenon under investigation should constitute a learnability or PoS problem,
in that it cannot be readily induced from the L2 input or learned on the basis of
instruction; (b) the universal principle under investigation should not operate
in the L1, or the L1 and L2 should differ with respect to parameter settings.

Numerous researchers have investigated such situations in SLA, starting
from White (1985b, 1988) (Marsden 2009; Martohardjono 1993; Montrul
& Slabakova 2003). Let us illustrate with a recent study by Heil and Lopez
(2020) which meets the requirements mentioned above. The authors tackle
a well-known distinction in English, shown in (3) and (4).

3 Mary persuaded John to be honest. ~ Object Control
4 Mary believed John to be honest. Raising to Object

These two sentences are superficially similar, differing in just one verb,
but their meanings are strikingly dissimilar. In (3), John is being per-
suaded to be honest after the moment of speech; in (4), John already
has the quality of honesty, according to Mary. The second construction,
Raising to Object, is not available in Spanish, the native language of
the learners tested in the study. It is also exceedingly rare in the input,
according to corpus counts: less than 0.05% of all instances of the verb
believe (British National Corpus) and 0.00144% of raising verbs in a
corpus of news on the web (NOW). Among other properties, Heil and
Lopez tested a curious aspectual restriction: Raising to Object construc-
tions can take a stative predicate as in (4) but not a dynamic predicate
as in (5a) in the non-finite clause. The embedded predicate has to be
either perfect (5¢) or progressive (5d). The Object Control construction
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does not exhibit this restriction, as we can ascertain in (5e¢). In addition,

Raising to Object has an alternative way of expressing the same message,
with a finite embedded verb as in (5b).

5

[

. *John believes Mary to run.

. John believes that Mary runs.

. John believes Mary to have run.

. John believes Mary to be running.
. John persuaded Mary to run.

o o

o a

After the researchers ascertained that this aspectual restriction (among
other properties) was not taught in language classrooms, is impossible to
observe in the input, and is not available from the mother tongue, they
tested Spanish learners of English on their knowledge of it. The L2 learners
exhibited monolingual-like knowledge of the restriction on the non-finite
complement (5a). The authors argued that the learners had successfully
acquired the full spectrum of English infinitival constructions and that
the PoS learning situation had been overcome using innate knowledge
provided by UG.

For more examples, we refer readers to a review of such properties by
Schwartz and Sprouse (2013), which elaborates on five different types of
PoS properties. An important point to keep in mind is that the existence
of PoS learning situations is no longer a theoretical necessity but a matter of
observation and ultimately of empirical evidence. Every PoS case must be
defined, defended and tested on its own.

2.2 \Variability and gradient acceptability

Variability is a hallmark of language and hence of linguistic knowledge.
In the broadest sense, variation refers to differences in linguistic form and
interpretation. A trivial level of variation is that among languages, which
clearly differ in their lexicons, phonology, morphology, syntax and seman-
tics. Within the same language, where changes of form cannot be explained
by changes in meaning, we invoke the linguistic context. For example,
the English regular plural morpheme -5 is pronounced [s] after voiceless
consonants, [az] after sibilants, and [z] elsewhere. In addition, languages
sometimes allow two forms with the same meaning. The possible omis-
sion of the complementizer that in English provides an example. Whether
we drop the complementizer or not, the meaning does not change in this
particular linguistic construction exemplified in (6a) where the embedded
or subordinate clause (in square brackets) has the function of an object in
the main clause. Note, however, that this is not the case in (6b), where the
subordinate clause is subject.
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6 a. Everyone knows [(that) the Earth is round].
b. [*(That) the Earth is round] is indisputable.

Variability is also intimately connected to the PoS problem we discussed
in the previous section. The gist of the issue is this: can a learner assume,
having acquired one construction through positive evidence, for example,
(5b) above, that an alternative construction with the same meaning will be
unavailable, in this case (5a)? In other words, is there always a one-to-one
relationship between form and meaning? In the examples of finite and
non-finite complementation in (5), this assumption is warranted because
(5b) is acceptable while (5a) is not. However, that assumption is not sup-
ported by sentences such as the one in (6a). More generally speaking, this
assumption is patently false in language. Examples abound of constructions
with alternative forms but the same meaning, two more of which are exem-
plified below in (7) and (8).

7 a. Who did you speak with?  (Preposition Stranding)
b. With whom did you speak? (Pied-piping)

8 a. Ilooked his address up. (Particle Shift)
b. I looked up his address.

In a nutshell, no learner can safely assume that any linguistic form has only
one meaning, and vice versa, one meaning can be expressed by one form
only.

In addition to pervasive linguistic variation, variation manifests among
individual speakers. Abstracting away from the ideal speaker—listener
invoked in Chomsky (1965), there are lexical and grammatical differences
between varieties of English, e.g., those spoken in the USA, Canada, the
UK, New Zealand and Australia. Regional variation is also widely attested.
Take, for example, the variable pronoun agreement with the past copula in
Buckie English, spoken in Scotland (Adger & Smith 2005). Compare the
forms in Table 2.2 with the ones in standard English. Notice that optionality
abounds even within this paradigm itself.

TABLE 2.2 Paradigm of was/were agreement in Buckie English

Singular Plural
First I was we was/were
Second you was/were you was/were
Third person (s)he was they were

Adapted from Adger and Smith (2005).
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Register variation is also widely attested; for instance, the utterance
in (7Db) is likely to be used in a formal register while the one in (7a)—in an
informal situation. We cannot do justice here to the enormous literature on
language variation, and we should not try. The point we are making is that
variation in language is pervasive and on many levels: grammatical, lexical,
regional and socially based. Hence, variation is also ubiquitous in the input
to which L2 learners are exposed.

Furthermore, it is well known that sentences have gradient acceptability, as
noticed and discussed by Chomsky (1965) (Sprouse et al. 2018). Examples
in (9) from Francis (2022) illustrate that, between the completely unaccep-
table and completely acceptable, there are some sentences of intermediate
acceptability. These are usually marked with one or two question marks.

9 a. Sincerity may frighten the boy. Acceptable
b. ?Sincerity may admire the boy. Less acceptable
c. 22Sincerity may elapse the boy. Even less acceptable
d. *Sincerity may virtue the boy. Unacceptable

Chomsky (1965) considers both formal syntactic explanations and seman-
tic explanations for the gradient judgments. While (9a) contains a regular
transitive verb frighten, the verb admire in (9b) is also transitive (so syntac-
tic requirements are not violated), but its selection is semantically flawed
because only sentient beings can admire, not feelings. (9c¢) illustrates a
clause with the intransitive verb e/apse containing an object, while (9d) does
not even have a main verb since virtue is a noun. The latter two examples
violate syntactic requirements for well-formedness. Over the years, many
explanations of gradient acceptability have been discussed in the literature,
in addition to these above, including pragmatic, prosodic and processing
accounts. The point we want the reader to notice here is that acceptability
is not black and white and it may have many sources, sometimes working
together.

In this section, we paid close attention to the variability of the linguistic
signal. Variation exists among languages of the world and among speakers of
the same language; for the same speaker, some sentences may have gradient
acceptability. Experimental methods should be sensitive to this variation and
its representations.

2.3 Input, exposure and experience

In the previous sections, we considered the ambient input, arguing that true
PoS properties will not be demonstrated in it. We also recognized the great
variability of words, phrases and constructions in the input. It is high time
to offer a working definition of what “input” is. One should be careful in
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reading the literature on language acquisition, where “input,” “exposure,”
and “experience” are often used interchangeably. However, it is worth
thinking about how they are different.

Carroll (2017), for one, argues that it is important to distinguish between
the two. Exposure refers to “what is observable and measurable in a par-
ticular learning context” (Carroll 2017: 4), for example, what is observ-
able in a classroom interaction recording or in second language textbooks.
The input, on the other hand, refers to the whole target grammar and to
the speech signal that the language processor has to analyze and interpret.
In Carroll’s definition, it amounts to “constructs which are relevant to the
solution of a particular learning problem” (Carroll 2017: 5). For example, a
passive construction exists in English (e.g., I was offered some tea), and so it
constitutes part of the input. However, the passive may not be prominently,
or not at all, exemplified in some L2 English learner’s experience; hence, the
input and exposure for that particular construction and for that particular
learner might diverge.

Whenever learners, all learners, are exposed to language, the speech
signal goes to the parser for analysis and comprehension. This is what
Fodor (1998a, 1998b) regards as input to language processors. If the
existing learner grammar cannot parse a certain string, say passives, this
could be because some construct in the input is not represented in the
grammar yet or represented incorrectly. This parsing failure becomes what
for Fodor is input to the language acquisition mechanisms. Something
appears in the input that cannot be parsed yet and hence has to be learned.
The extralinguistic context and situation, knowledge of the world and
linguistic knowledge in one area of grammar, say semantics, can aid or
“bootstrap” new knowledge of morphosyntax (Morgan & Demuth 1996;
Naigles 1990). Our understanding of these acquisition mechanisms is
still imprecise, but there is no doubt that they exist, since people learn
language.

Furthermore, research in bilingualism has demonstrated that cumulative
(length of exposure) or relative (language X versus language Y percentages)
input quantity predicts rates of linguistic development (e.g., Chondrogianni
& Marinis 2011, among many others). More exposure certainly leads to
better outcomes in SLA. One could take this as proven, although individual
variation is inevitable. Means of quantifying a learner’s language exposure
include observation, questionnaires, parental reports and self-reports. For
example, a recent study by Torregrossa, Andreou, Bongartz and Tsimpli
(2021) wanted to calculate dominance scores for their bilingual par-
ticipants. The property under investigation was reference use. They used
scores from a questionnaire probing home language history, early literacy,
current language use and current literacy in each of the two languages.
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The dependent variable was proficiency as reflected by a vocabulary test
score. Not all independent factors contributed equally to the dependent
variable variation; home language history and current literacy were the two
most important factors. In the end, these scores were entered into a calcula-
tion of a dominance index. The authors concluded that language experience
played a significant role in determining bilingual outcomes.

In summary, language experience is a crucial factor contributing to
language development, and scholars are using sophisticated measures and
statistics to quantify it. Next, we look at other research that puts a premium
on language experience.

2.4 Research methods from other frameworks

Usage-based approaches are theoretically opposed to generative approaches
to SLA. This does not mean that usage-based and generative scholars disa-
gree about everything in the process of language acquisition. Quite the
opposite, there is qualified agreement on how vocabulary, some functional
morphology and visible syntactic processes are acquired. It is acknowledged
by both families of approaches that a relatively small set of cognitive pro-
cesses, such as categorization, analogy and chunking, can explain quite a lot
in language structure and function (Ibbotson 2013). In other words, as we
argued in the last section, the importance of language experience should
by no means be underestimated. Nor should it be overestimated, for that
matter.

What are the research methods that highlight the importance of experi-
ence in SLA? The usage-based position is closely allied with that of cogni-
tive linguistics where the fundamental linguistic unit is the construction: a
meaningful assembly of symbols in a specific order, used to signal communi-
cative intentions (Goldberg 20006). Hence, syntactic schemas and idioms are
very important in this framework. However, it is not sufficient to show that
these cognitive units are acquired with some priority. In usage-based theory,
analogy should also operate in a more abstract sense to extend the proto-
typical meaning of constructions. Thus, research is looking for evidence at
these two levels of acquisition: one more specific and exemplar-based and
the other more abstract and analogy-based.

It makes sense that corpus studies are the first port of call for this research
program. Indeed, statistical distributions and frequencies in corpora (written
and oral) are the foundation on which usage-based scholars build their
experimental methods. For example, within verb—argument constructions,
Ellis and O’Donnell (2012) studied the type—token distribution of locative
constructions (e.g., The boy dragged the toy across the floor) in a large corpus
of English usage. They discovered that the most frequent locative verb zypes
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account for the lion’s share of the tokens; in other words, locative verbs pre-
sented a Zipfian distribution.! The researchers also established that there is
a very high contingency between verbs and constructions, in the sense that
some verbs appear selectively in one type of locative construction and not in
another. Finally, the most frequent verbs were also the most prototypical in
that they exemplified best the construction semantics.

Representative usage-based studies use free association tasks and training
tasks. In one such study by Ellis, O’Donnell and Rémer (2014), German,
Spanish and Czech advanced learners of L2 English were given a number
of locative patterns, such as “V across N” (as in the example above) and
were asked to fill the V slot with the first word that came to their mind.
Their responses were analyzed for frequency, contingency and prototypical-
ity effects, based on the native data elicited by Ellis and O’Donnell (2012).
Advanced learners were found to have lexical associations as rich and strong
as those of native speakers.

In another representative study by Ellis and Sagarra (2011), three groups
of learners were tested on L2 Latin sentences. They had not studied Latin
before the experiment. One group was exposed to Latin adverbs, another
to verb forms and the third did not receive any pre-training. In the second
phase, all participants were shown legitimate adverb plus verb combina-
tions. Finally, a receptive test asked them to identify the temporal reference
of Latin sentences, again containing adverbs and verbs. Not surprisingly,
the lexical cues learners were pre-trained on proved to be decisive in their
temporal choice. Thus, the adverb group paid attention to adverb cues and
not verbs; the opposite was true for the verb group, while the control group
fell in between.

In conclusion, usage-based research methods are well placed to uncover
the effects of exposure on lexical and grammatical knowledge in a second
language. In addition, they pay more attention than generative studies to
the effects of shared attention on cognition. However, they have a hard time
explaining the acquisition of patterns that are not attested in the input and
the successful acquisition of meanings that are unavailable in a language.

2.5 Control groups

We have already mentioned “control groups” several times in this chapter.
It is time to define and explore them more fully. Generative L2 researchers
aim at uncovering, describing and explaining the underlying grammatical
competence of L2 speakers. L2 speakers are learning language, and it is
inevitable that they make errors in their development. These learner errors
have been acknowledged as a vital source of knowledge on exactly how
learner grammars are developing (Dominguez & Arche 2021). Ever since
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Lado talked about “transfer errors” and “developmental errors” in his
Contrastive Analysis Hypothesis (Lado 1957), investigators of second lan-
guages have known that how the native language works and how the tar-
get language works have to be systematically compared to identify where
potential pitfalls to acquisition lie. This practice of comparing the specific
features, morphemes and constructions of the two languages involved sur-
vives to the present day. It is an indispensable part of language acquisition
research.

Let us take an extended example of a linguistic contrast. In an English
wh-question, the question words (who, when, what, where, how much, etc.)
have to appear at the left-most edge of the sentence, as exemplified in (10a).
The same is true of Bulgarian wh-questions (11la). However, multiple
wh-questions in English and Bulgarian differ in structure and even in sur-
face word order. Bulgarian allows more than one wh-words to pile up at the
top of the sentence. Example (10b) asks information about two variables,
with respect to a certain dinner (three wh-words are also possible): who
came and when they came. The sentence in (11b) has the same interpreta-
tion, but the two question words are next to each other.

10 a. Who came to the dinner?
b. Who came to the dinner when?

11 a. Koj dojde na vecerjata?
who came to dinner-DET
‘Who came to the dinner?’

b. Koj koga dojde na vecerjata?
who when came to dinner-DET
‘Who came to the dinner when?’

It is logical to expect that Bulgarian learners will have no difficulty with
acquiring single wh-questions in English, but they might have more dif-
ficulty with multiple wh-questions because that is what their native lan-
guage does not model. How can we know about these distinctions between
English and Bulgarian without asking a group of native speakers about their
intuitions? Generally speaking, first, if we only look at learners’ behavior,
we cannot predict where they might encounter difficulties. In other words,
scholars cannot discuss learning tasks and make predictions about acquisi-
tion without establishing the facts of the two languages. And for that we
need control groups.

Second, and very importantly in a book on research methods, scholars
are not always secure in the research instruments they create: say, Truth-
Value Judgment Tasks or Acceptability Judgment Tasks. Some test sentences
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might not work as expected, or some task instructions may be unclear to
test takers. To validate the test instruments, we need a control group of
speakers of the target language. This is particularly important because native
judgments are not just variable but gradient, as we discussed in Section 2.2.
Gradient acceptability of target language judgments is indicative of how
native speaker grammars are structured and constrained. We can expect the
same to be true of the second language grammars learners are building. An
early generative L2A study documented one such case of gradient accept-
ability. Martohardjono (1993) set out to examine how English learners with
Italian, Indonesian and Chinese as native languages would evaluate two
types of wh-movement violations, termed strong and weak violations, exem-
plified in (12) and (13), with the underline showing the original position of
the moved wh-phrase.?

12 2?Which neighbor did John spread the rumor that stole a car?
13 *Which man did Tom fix the door that ___ had broken?

The exact account of the gradient unacceptability is not so important any-
more; what is important is that the control group of native speakers rejected
sentences as in (12) 79% of the time, while those in (13) were rejected 94%
of the time, a significant difference. We mentioned this study in our section
on PoS, since these are both unacceptable sentences and learners would
never have been exposed to them. This study makes a convincing case for
UG engagement by showing that L2 learners of English were as sensitive
to gradient unacceptability as the control group, albeit with some L1-based
differences. Without testing a native control group on the distinction pro-
posed by linguistic theory, Martohardjono (1993) would not have been
able to make her persuasive case. The same point is forcefully made recently
by Dominguez and Arche (2021).

2.6 The construct of the native speaker

The founder of generative grammar, Noam Chomsky, characterized lan-
guage as a mental entity, taking the form of implicit knowledge in the mind
of the speaker/hearer (Chomsky 1965). He referred to this mental entity
as I-language or competence, to be distinguished from actual language use,
E-language or performance (see Chapter 1). In the first years of the genera-
tive framework, the “ideal native speaker” was an abstraction introduced
to get at competence without the distraction of performance.® To deline-
ate, describe and explain why sentences as in (10) are acceptable and why
sentences as in (12)—(13) are unacceptable to different degrees, descriptive
accuracy was based on speaker intuitions taking the form of acceptability
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judgments. This is because only acceptability judgments can evaluate
contrasts such as the ones mentioned above, as sentences are matched
head-to-head. In comparison, data from spoken or written discourse cannot
as cleanly address the generative research question: to uncover the struc-
ture of language as a mental construct. Using acceptability tasks, generative
scholars have achieved remarkable success in describing multiple individual
languages and language in general.

However, the original data collection methods were also criticized for
being informal and non-controlled (Labov 1972), sometimes dependent
on the intuitions of the researchers themselves. It was difficult to adjudicate
data disputes. Since the works of Schiitze (1996) and Cowart (1997), it has
been widely acknowledged that judgment data have to be collected rigor-
ously, using well-controlled experimental methods. The present volume is
a testament to the rich variety of experimental methods used in generative
SLA nowadays, judgments as well as psycholinguistic and neurolinguistic
methods. Our knowledge of language in the mind of the speaker has come
a long way indeed.

There is absolutely no doubt that language is not just a mental but also
a psychological and a social entity. Processing as well as sociolinguistic
variables, well studied by the respective branches of linguistics, undeniably
impact on the mental, or cognitive, construct of language knowledge. The
native speaker as envisioned by Chomsky (1965) is relevant only to the dis-
covery of the mental rules in the mind of the language speaker, including
a healthy disregard for speaker variation in the interest of maximal gener-
alization. In this sense, the original concept of the ideal native speaker may
have outlived its usefulness, since well-controlled experimental studies are
as common in generative syntax now as in psycholinguistics, sociolinguistics
and neurolinguistics. Every discipline of linguistics employs a slightly differ-
ent concept of the relevant speaker, according to its own research questions.
No branch of linguistics is capable of covering the whole language experi-
ence, nor should they pretend to be able to. For instance, variation linguists
interested in regional varieties test groups of speakers from these varieties,
maybe in different age groups to track development.

While the construct of the native speaker may be useful in generative
syntax, semantics and phonology, is it justified in generative SLA? In the
previous section, we discussed two compelling reasons for including native
speaker control groups in GenSLA studies: to validate the property under
investigation and to validate the test instrument. What kind of native speak-
ers are appropriate, for those functions of control groups to be met? That
decision should depend on the specific research questions of each study. For
instance, a monolingual and a bilingual control group are used in some her-
itage language studies (Leal Méndez et al. 2015). Bilingual controls might
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also be appropriate in processing studies, where speed and accuracy likely
depend on the mind operating with one or two languages. Monolingual
controls may be more appropriate when subtle semantic or syntactic proper-
ties of language are tested offline. Most importantly, as necessitated by good
experimental design, control and experimental groups should be matched
as much as possible on education, literacy, age and other experiential vari-
ables. The bottom line is that researchers should not preclude using native
speaker controls based on non-scientific considerations (Dominguez &
Arche 2021). At the same time, they should be sensitive to native speaker
variables not distorting the non-native comparisons.

2.7 Discussion questions

1 In the first section of this chapter, we argued that PoS learning situations
involve acquiring linguistic properties to which learners have not been
exposed. Is there an individual-level PoS? What do we have to show in
order to argue that an individual learner was not exposed to a certain
construction?

2 Discuss variability that you have observed among speakers of your own
native linguistic variety. Do you think this variability is acquirable by
additional language learners? What would the conditions be for a suc-
cessful acquisition?

3 Imagine that you want to exploit the adult 1.2 acquisition of Bulgarian
multiple questions, as exemplified in (11). How are you going to choose
participants for an experimental group? How about a control group? Is it
important that the participants in the control group are bilingual?

Notes

1 It has been established that, across all languages, the frequency of words follows
a Zipfian distribution, showing a peculiar relation between a word’s frequency
and its rank (Zipf 1949). Intuitively, this distribution reflects the fact that lan-
guages have relatively few high-frequency words and many low-frequency ones
and that the decrease in frequency is not linear (the most frequent word is twice
as frequent as the second-most frequent word, and so on).

2 The strongly unacceptable sentences contained violations of Subjacency and the
Empty Category Principle, while the weak ones violated Subjacency only.

3 Since Chomsky (1986b), the ideal native speaker idea has been supplanted by
I-language and E-language, the former standing for internal(ized) language (the
grammatical system in the brain), while the latter standing for public external
languages used by populations. These are the terms we introduced in Chapter 1.
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THE LIFE CYCLE OF AN EXPERIMENTAL
DESIGN

Linguists and non-linguists alike all have questions about capital-L
Language. We might be curious as to why a second (or additional) lan-
guage is so difficult to learn, while children seem to effortlessly and
quickly acquire the one to which they are exposed. Or, given headlines
in the news, we could wonder whether the most advanced of Google’s
Al could show evidence of understanding the meaning of sentences. Yet,
although language scientists may share common interests and inquir-
ies with most of the population, they usually go about finding out the
answers in different ways—in other words, they differ in the methods they
use. While experience might be the source of knowledge non-linguists use
to make determinations about language, most generative linguists use the
scientific method.

This chapter explores how generative linguists engage with the empiri-
cal research process while introducing some basic concepts of experimental
design.! We will start with the basic tenets of the scientific method, which is
the foundational system that generative linguists use to conduct experimen-
tal work. After discussing the basic steps of the scientific method and some
guidelines behind the generation of hypotheses, we discuss basic principles
in experimental design, including the definitions of variables and condi-
tions, along with some participant-selection sampling practices. We round
off the chapter by discussing the notion of (internal and external) validity
and reliability: two foundational concepts when determining the quality of
experimental designs.
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3.1 The scientific method

Although the “scientific method”—a rather broad overgeneralization meant
to demarcate a wide set of research practices—is not the only way researchers
obtain knowledge about language acquisition, in this book we will concern
ourselves with research that aims to test generalizations prompted by obser-
vations made by researchers (hypotheses). Hence, we do not cover many
descriptive and qualitative methods that use different approaches to explain
the acquisition of additional languages. Although these can certainly be
appropriate for the study of myriad aspects of the acquisition of additional
languages, they are outside of the scope of our endeavor (see, however,
Davis 2011; Duft 2012; Gabrys-Barker & Wojtaszek 2014 ).

As we have seen, research said to follow the scientific method starts with a
creative conjecture that intends to explain an observation or a series of obser-
vations with a generalization—a hypothesis. For instance, if you notice that
two seeds from the same fruit, planted in neighboring yards, grow at difter-
ent rates, you can surmise that certain factors are behind this difference. You
could conjecture that one seed grows faster because it receives more water
or perhaps more sun. In other words, you could propose that the amount of
water or sun are factors that affect a given plant’s development. Alternatively,
you could conjecture that the composition of the soil in the yard is behind
this differential growth, along with any number of other potential factors.

To find out whether your conjecture is accurate, you could be a passive
observer of these yards and the farmers who tend to them, scrutinizing their
practices for days on end, to confirm your conjectures. However, that could
take an impossibly long time, and you would be at the mercy of the neigh-
bors’ whims and schedules. Another possibility is that you could conduct
an experiment yourself, precisely measuring the amount of water, sun, or
nutrients in the soil to (empirically) test the validity of your hypotheses. The
latter approach brings about a host of advantages (beyond saving time and
maintaining good relations with your neighbors). If you conduct a series of
experiments where you can control each factor under study, you can rule
out multiple factors and draw connections between seemingly unrelated
phenomena. Even if you don’t have #he answer to your question after con-
ducting your experiment, you may be able to discard a potential explanation
and generate even more hypotheses to explain differences in growth.

3.2 Formulating hypotheses

In Chapter 2, we proposed using an experiment to determine whether
children show knowledge beyond whatis modeled in the input. Specifically, we
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proposed an act-out experiment to find out whether children had knowledge
that certain pronoun interpretations are not available (i.e., the pronoun “he”
in a sentence such as “He, danced while the Ninja Turtle, ate pizza” cannot
refer to the Ninja Turtle, only to another male entity). If children were to
reject this interpretation via our proposed experiment, we would find sup-
port for the notion that children can acquire linguistic knowledge beyond
what the input can directly offer. That is, we can produce convincing experi-
mental evidence that agrees with our Poverty of the Stimulus hypothesis.

3.2.1 Sources of hypotheses

Where do hypotheses come from? Formulating hypotheses to explain lan-
guage phenomena within the generative study of second language acquisi-
tion (SLA) is typically based on knowledge of extant theories of language and
theories of language acquisition and development. For instance, you might
wonder why it is so difficult for speakers of a grammatically genderless lan-
guage, such as English, to acquire languages like Spanish or French, which
can mark gender with a functional piece of morphology attached to the end
of nouns. To explain difficulties with the acquisition of gender agreement,
one could propose all sorts of wild conjectures. However, without the knowl-
edge of how gender agreement works in French or Spanish, it is unlikely
that our conjectures will amount to much of an explanation. In this regard,
generative linguistics has much to bring to the table in terms of understand-
ing SLA because it offers an independent theoretical framework from which
we can study linguistic behavior (Slabakova 2019a, 2019b). It what we are
acquiring in SLA is language, we need a theory of language. Similarly, if we
disregard what we know about language acquisition generally and SLA par-
ticularly, it is unlikely that our speculations will be on the right track.

SLA, a field rich with different perspectives, has seen extensive interdis-
ciplinary growth in the past decades; however, not every framework study-
ing SLA explicitly avails itself of a theory of language. The transdisciplinary
framework proposed by the Douglas Fir Group (2016), for instance, pro-
poses that L2 learning is a process that occurs at three levels of influence
(micro, meso, and macro levels). At the micro level, individuals use “their
neurological mechanisms and cognitive and emotional capacities” (p. 24)
to engage with others, availing themselves of myriad resources, among
them linguistic resources. At the macro level, this framework places the
“large-scale, society-wide ideological structures with particular orientations
toward language use and learning (including belief systems, and cultural,
political, religious, and economic values)” (p. 24). It makes sense that a
theory of language would not necessarily be needed at a macro level but
might be at the micro level, which is where linguistic resources are proposed
to be used.
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Because generative SLA concentrates on linguistic representations, it
heeds Gregg’s (1993) perspective that to account for the process of how
second languages are acquired, researchers need a property theory, which ex-
plains how language is represented in the mind of a speaker, and a transition
theory, which explains the causal mechanisms that account for the linguis-
tic representations explained by the property theory. Within the generative
study of L2 acquisition, we have several hypotheses that aim to explain the
process, such as Full Transfer /Full Access (Schwartz & Sprouse 1996), the
Bottleneck Hypothesis (Slabakova 2016), and the Interpretability Hypoth-
esis (Tsimpli & Dimitrakopoulou 2006).

Although we can formulate hypotheses based on existing theories about
language and language acquisition, the personal experiences of researchers
can also inspire research questions and predictions. Take Donna Lardiere,
for example, whose experience with an end-state L2 learner of English
whose native language was Chinese led to a formal and systematic examina-
tion of her naturalistic longitudinal production data. This analysis, in turn,
led Lardiere to propose the hypothesis that learners can show knowledge of
syntactic restrictions despite showing deficiencies in the production or the
related morphology (Lardiere 1998).

3.2.2 Types of hypotheses

By now, you will have noticed that many hypotheses consist of assertions
that predict that changes in a particular factor (e.g., the amount of water
that a plant receives) will produce measurable changes in the object of our
observation (e.g., the rate at which a plant grows). In this type of hypoth-
esis, the researcher is predicting a relationship of the type cause-and-effect,
such that if the hypothesis were to be true, we could argue that change in
plant growth is the ¢ffect of watering practices. The converse would also
be accurate: We could assert that watering practices cause changes in plant
growth.

Let us move on to an example related to SLA testing of an extant
hypothesis. The Feature Reassembly Hypothesis (Lardiere 2009), of which
we will learn more in Chapter 4, proposes that difficulties with the acquisi-
tion of functional morphology stem from (are an effect of) the complexity
of re-configuring (7e-assembling, in Lardiere’s terminology) the organiza-
tion of features in lexical items. When learning a second language, learners
already have a blueprint of how their first language works. If the first lan-
guage differs from the second language in terms of formal features, learn-
ers must reconfigure the features that are assembled to L1 specifications
to match the specifications of the L2. In this case, Lardiere hypothesizes
that feature incongruity will result in (cause) greater difficulty in L2 acqui-
sition. Note also that, by extension, if the feature matrices of the first and
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additional languages match, the Feature Reassembly Hypothesis suggests
that acquisition should be straightforward, because the first language is not
standing in the way.

Not all hypotheses test causal relationships, however. We could, instead,
predict that two things have something in common, and we could attempt
to determine how much these two things are related to each other (within
the same set of observations, of course), typically using a descriptive statisti-
cal tool such as a correlation. An example used in a psychology textbook to
describe correlations involves the relationship between word length and the
length of the definition of each word (Abdi 2009). We could start by taking
a random sample of 20 words from the Oxford English Dictionary (OED).
Then, we could count the number of letters forming each word, as well as the
number of lines that the OED uses to describe said word. If we were to do
that with several random samples, we would find a relationship between word
length and number of lines because shorter words tend to be polysemic,
hence needing more lines to accurately define them. But this is not to say that
word length causes longer definitions—we can only say that these things are
related. (As linguists, we could have an interesting conversation about why
functional words tend to be shorter, but we will leave that for another day!)

Because we are focusing on (quasi-)experimental design and methods, we
will be concerned with the first type of hypothesis, which aims to uncover
causal relationships. Before we move on to different elements of experimen-
tal design, let us note that hypotheses used in experimental designs should
also be transparent, precise, and parsimonious. The importance of such char-
acteristics should soon be clear, once we explore this topic in more detail.

3.3 Elements of experimental design: variables
and conditions

3.3.1 Variables and types of variables

Given that the scientific method has been around for a long time, it should
be unsurprising that conducting a reliable and valid experimental study must
follow a series of practices and guidelines, some of which we will briefly
discuss here. In the previous section, we were concerned with hypotheses
that predicted causal relationships between things. Because #hings is hardly
a scientific term, we will use the term used in experimental research, which
is variable—an appropriate term, since we predict change.

Variables can be of different types. One way to classify variables involves
the range over which they can vary. In our water-plant-growth hypothesis,
we predicted that a change in the variable “amount of water” would cause
a change in growth. Water can be measured very precisely, such that we
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can vary the amount in fine degrees. These types of variables are known as
continunous variables. To give a language example, a variable like “number
of days of study abroad” would qualify as a continuous variable. Other vari-
ables cannot be manipulated in such ways. For instance, if we are interested
in “country of birth” as a variable, we can choose only discrete values, such
as “Mexico,” “Spain,” or “Bulgaria.” These types of variables are known as
categorical (or discrete) variables.

While these examples (amount of water, country of birth) are relatively
straightforward, some variables commonly used in L2 studies can pose di-
lemmas. “Days of study abroad,” for instance, can be easily identified as a
continuous variable, but that does not mean that this label is exclusively
reserved for things that can be measured in units such as duration, weight,
volume or length. One such example is linguistic proficiency, which in the
field is often treated as a categorical variable, even when we manipulate it
to be measured continuously by using a proficiency test. Leal (2018) found
that, within a three-year period (2013-2016), nearly all of the experimental
L2 studies in the journal Studies in Second Language Acquisition treated
proficiency as a categorical variable, dividing learners into discrete categories
such as “beginner,” “intermediate,” or “advanced.” Yet she argued that the
distinction between these categories is usually arbitrary and problematic, in
both theoretical and statistical terms. For this reason, whenever possible,
variables that measure behavioral outcomes should be treated as continuous,
with a few caveats, such as when our data include imprecise measurements.

Another taxonomy divides variables into dependent or independent
variables—categories that are directly related to the aims of the study and,
crucially, the hypothesis guiding the experiment. To return to our water
example, we proposed to manipulate the amount of water to determine
its impact on plant growth, and, for obvious reasons, not the other way
around (how much plants grow does not have an impact on the amount of
irrigation they receive). When we deliberately plan to manipulate a variable
and measure its (predicted) impact, we call this an independent variable.
It is called independent because its value cannot be attributed to other
variables—it is directly changed or manipulated by the researcher. Depend-
ent variables, then, are those whose change we predict will depend on the
levels of our independent variables. In our example, the dependent variable
would be the length (in units) of plant growth.

3.3.2 Conditions

Our basic plant experiment aimed to understand why two plants, despite
growing out of seeds from the same fruit, displayed differences in how
much they grew. We said that, if we were to systematically investigate the
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effects of factors such as the amount of water, sun, or nutrients, we would
need to control them exactly. Now we know that these factors would be
the independent variables in our study, while the length (in inches, cen-
timeters, or whichever unit we chose) would constitute the dependent
variable.

Let’s now investigate the amount of sun as a potential factor behind
plant growth. Let’s say that we set the experiment up so that one plant
will receive exactly six hours of full sun each day. After six hours, we would
cover the plant up. Now let’s agree that we would expose the second plant
to only two hours each day, ensuring that all other potential factors (which
are outside the scope of this particular experiment) remain the same, such
that the conditions of the soil and irrigation would be exactly comparable.
We would then say that our study has two conditions: a six-hours-of-sun
condition and a two-hours-of-sun condition. For short, let’s call them
high-sun and low-sun conditions. Let’s say that we chose these particular
sun-exposure times because we know that plants in the region typically
receive six hours of sun per day, such that two hours would be a lower
amount of sun than what plants typically receive. In this case, we would call
the six-hours-of-sun (high-sun) condition the control condition because we
didn’t change anything from what the plant would already receive, on aver-
age, if we had not intervened. However, our two-hours-of-sun (low-sun)
condition would have been intentionally manipulated. For this reason,
we could call this the experimental condition. While not all experimental
studies have an experimental condition, SLA studies typically do. In both
cases, however, it is useful when researchers label their conditions clearly so
that readers can determine precisely what is meant. If it is not clear which
condition would be the “experimental” condition, we would unnecessarily
confuse our readers. In fact, reporting clearly every aspect of our design, es-
pecially as it concerns the variables, conditions, and levels, is of paramount
importance for methodological transparency—a lack that can have a host
of negative consequences for research outcomes (see Marsden 2019, for
discussion).

While we have deliberately kept our experiment very simple, a study can
be much more intricate, involving multiple independent variables (amount
of sun, and water, and soil nutrients) and more than two levels per condi-
tion (e.g., high sun, medium sun, and low sun). Determining how many
conditions a study can have depends on a variety of factors, including the
number of participants in each group and the number of items in each
condition, among many other considerations. While these are outside
the scope of our discussion, many books address these more specifically
(e.g., Mackey & Gass 2005, 2012).
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3.4 Quasi-experimental research

After discussing some basics of experimental design, we must draw an
important distinction that has characterized research in generative SLA
and, more generally, most research in applied linguistics. Scientists typically
draw a distinction between experimental studies and quasi-experimental
studies. Importantly, both experimental and quasi-experimental research
can uncover cause-and-effect relationships between variables, where we
expect that a given change in an independent variable will cause a change in
the dependent variable. However, there are limitations in language research
that typically mean that our research is quasi-experimental rather than
experimental.

One reason is that some of the independent variables cannot be manipu-
lated by the experimenter, such that we cannot talk about a “true” experi-
ment but a “quasi” experiment (Sani & Todman 2006). Take country of
birth, for instance. While we can decide to recruit people from Argentina or
Bolivia, we cannot make a participant change their country of birth (there
are no “Argentinean” and “Bolivian” versions of a single person in the way
that we manipulate the amount of sun to determine a high- or low-sun con-
dition). Sani and Todman (2006) note that one of the difficulties with this
type of research is that it complicates our interpretations because it is harder
to unveil a direct causal relationship between the variables. Maybe there is
something special about our Argentinean group or our Bolivian group, such
that some of the differences could come from some of the country-specific
experiences (maybe to do with the educational system, maybe with family
dynamics and language experience, etc.) that play a role without us taking
it into consideration. Thus, although our plant example can help us under-
stand the notion of a variable, it is not one that can be directly analogous to
linguistic research.

A second reason most applied linguistic experiments cannot be consid-
ered truly experimental is the lack of random assignment when sampling
participants.? Sampling decisions are crucial and inevitable because, in
nearly all cases, unless we are doing a census study (Riazi 2016), we are
not interested in or cannot have access to every member of a given group
(think of the number of people that comprises the group “second language
learners of English” and how impossible it would be to reach every single
one of them). Thus, the logic behind sampling is relatively practical and
simple: we study the behavior of a sample so that we can make inferences
about the behavior of the population of interest. Yet for this to be a sound
practice, our sample should be representative of the population—if the sam-
ple closely resembles the characteristics of the overall population, we can
say that it is more representative of the population (Dérnyei 2007). Thus,
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although a goal of generative SLA is to understand and account for the
mental representations in the minds of a// second language learners, we
have access to only certain types of learners, which might not be representa-
tive of the population for many reasons—a fact to which researchers must
pay close attention.

Random assignment is not the norm in language studies. For instance,
in classroom studies, researchers typically use what is known as conveni-
ence sampling, meaning they study an intact group of participants because
the groups are already formed and we have access to them (e.g., a specific
section of Spanish 101 meeting at a certain time, enrolled in university X).
For obvious reasons, this intact group could fail to resemble other groups
of 1.2 learners of different ages, .1 /1.2 combinations, different socioec-
onomic and educational backgrounds, instructional settings, etc. On the
flip side, convenience samples can reflect “authentic learning environments
using genuine class groups” (Dornyei 2007: 120) such that the possibil-
ity that we end up with unrealistic, somewhat “sterilized” environments
is not as large a threat. Researchers also use convenience sampling when
they are selecting participants because they meet certain criteria related to
the purpose of the investigation (Doérnyei & Csizér 2012), such as the first
and additional languages of the participants or their L2 proficiency. Thus,
although researchers must take into consideration the drawbacks of quasi-
experimental designs, these can deliver dependable results.

Although this discussion is necessarily abbreviated, it is crucial to
remember that the inferences we make about the data we collect must take
into consideration the type of design we are using, with special attention
to our sampling practices. In what follows, we provide an overview of two
basic notions that have been used to determine the quality of (quasi-)experi-
mental designs: validity and reliability.

3.5 The quality of (quasi-)experimental design: validity
and reliability

3.5.1 (Internal and external) Validity and threats to validity

At a basic level, (quasi-)experiments hypothesizing about causal relation-
ships aim to determine whether these relationships are either true or false in
the real world. In other words, they aim to be sound: a valid representation
of the state of things. Following Cook and Campbell (1979), validityis “the
best available approximation to the truth or falsity of propositions, including
propositions about cause” (Cook & Campbell 1979: 37). In simple terms,
validity indexes the degree to which an experiment measures what it purports
to measure. Although there are many types and classifications of validity,
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we will examine both internal and external validity—notions proposed by
Donald Campbell and his colleagues. For more definitions and discussion of
other types of validity as used in SLA, see Mackey and Gass (2005, 2012).

According to Cook and Campbell (1979), internal validity refers to the
“validity which we infer that a relationship between two variables is causal
or that the absence of a relationship implies the absence of cause” (Cook &
Campbell 1979: 37) such that our results can be considered a true reflection
of the causal relationship within the population sample in our study and not
the consequence of some type of error, methodological or otherwise. To
determine internal validity, we are seeking the answer to the question: to
what extent can we assume that the changes in the independent variables, as
manipulated by the researcher within our study, are the cause of the meas-
ured changes in the dependent variable?

External validity, on the other hand, refers to the degree to which we can
generalize the results of our experiment beyond the sample, to the popula-
tion that our sample purports to represent. In the case of external validity,
we seek the answer to the question: to what extent can the results of our
study be generalized to the population of interest? The relationship between
internal and external validity is an important one. If a study is devoid of
internal validity, the results are meaningless because we cannot draw conclu-
sions from them. In this case, external validity is also irrelevant, because the
results do not constitute true findings in the first place. However, a study can
have internal validity and no external validity. For instance, the results of a
medical trial could hold for a particular group of people, but these could not
be generalized to patients who differ in non-trivial ways from those included
in the sample in a given medical trial (Patino & Carvalho Ferreira 2018).

One of the reasons (quasi-)experimental design is complex is that there
are myriad ways in which validity can be threatened. Cook and Campbell
(1979), for instance, note that low statistical power, violated assumptions
on statistical tests, lack of reliability of measures and treatment implementa-
tion, random irrelevancy in experimental settings, or random heterogeneity
in respondents can all pose threats to validity. Indeed, as Rogers and Révész
(2019) rightly note, “any aspect of the experiment that raises doubts as
to whether the results have led to accurate and meaningful interpretations
threatens the validity of the research” (Rogers & Révész 2019: 134).

3.5.2 Reliability

If validity indexes the extent to which an experiment measures what it aims
to measure, reliability indexes the consistency of the measurements. Say, for
instance, that we decide to measure proficiency using a written test such as
the International Test of English Proficiency. Naturally, we would expect
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that the same learner would earn comparable scores if they were to take the
test in different testing sessions. If the learner gets wildly different scores,
we would say that the test is not reliable. Importantly, “consistency” can
refer to the consistency of the instruments used in data collection (znstru-
ment relinbility) but also to consistency in the reporting of the study (Riazi
2016). In certain types of research, we are also concerned with rater reli-
ability, which seeks to determine whether the scores provided by raters are
consistent with other raters doing the same job (Mackey & Gass 2005).

As with internal and external validity, threats to reliability can severely
restrict the conclusions that we can draw from the data. High reliability
also has additional benefits, as some researchers have argued that increased
reliability allows for decreased sample sizes (Abate et al. 1995). To avoid
threats to instrument reliability, in particular, researchers can use different
methods. These techniques include test-retest, parallel forms, and internal
consistency checks (see Rienzi 2016). Researchers can also report an index
of reliability using tools such as Cronbach’s alpha.

The relationship between validity and reliability has evolved throughout
the years within several frameworks in SLA research. Chapelle (1999) notes
that early in language testing research, where validity and reliability are
foundational notions, these two concepts were seen as distinct. However,
most testing researchers acknowledged that reliability was a prerequisite for
validity. Later on, researchers noted that reliability could be seen as one type
of evidence of validity, further advancing the notion that the two cannot be
seen as entirely distinct.

In this chapter, we have tackled foundational notions of (quasi-)experi-
mental design so that we can move forward to more direct operationaliza-
tions within generative SLA studies. We have discussed the generation of
hypotheses and identified foundational notions such as variables and condi-
tions, as well as constructs such as validity and reliability. While this intro-
duction is necessarily brief and selective, it is illustrative of the way in which
generative SLA researchers go about answering research questions. In the
next chapter, we focus on how to design experiments in the generative SLA
framework more specifically.

3.6 Discussion questions

1 You have probably heard the phrase “Correlation does not imply
causation,” which is used in a variety of contexts. Based on the discussion
in the chapter, can you articulate what you believe are the main differ-
ences between (quasi-)experimental designs and correlational designs?

2 We have discussed several threats to the validity of (quasi-)experimental
designs, but these are not the only ones. Can you think of other potential



The life cycle of an experimental design 37

threats to validity that are important to consider in L2 /Ln acquisition
research?

3 In this chapter, we have briefly discussed some issues related to sampling
for linguistic studies. We mentioned that researchers search for a repre-
sentative sample of the population of interest while also touching upon
some difficulties that this poses for behavioral studies. One issue we did
not mention is related to self-selection: because most studies rely on par-
ticipants agreeing to take part in an experiment (i.e., they are volunteers),
we have unwittingly sampled a population that might have specific char-
acteristics. Can you think of what characteristics might be different in a
group that volunteered for a study, as opposed to a group that did not?
How might this affect the data that we obtain? What studies are more
affected by this sampling conundrum?

Notes

1 As we will see shortly, most experiments in L2 studies are considered quasi-
experimental designs because they either involve an independent variable that
cannot be manipulated (e.g., gender and native language) or lack of random
assignment to groups (Sani & Todman 2006).

2 Rogers and Révész (2019) also note that quasi-experimental research does not
require a control group, although most include a comparison group of some
sort. In a strict sense, although the presence of a control group is not required
in experimental research, it does pose threats to internal and external validity
(Cook & Campbell 1979).

Further reading

Dornyei, Z. (2007). Research methods in applied linguistics: Quantitative, qualita-
tive, and mixed methodologies. Oxford: Oxford University Press.

Mackey, A., & Gass, S. M. (2005). Second language research: Methodology and design.
Mahwah, NJ: Lawrence Erlbaum Associates.

McKinley, J., & Rose, H. (Eds.) (2019). The Routledge handbook of research methods
in applied linguistics. New York: Routledge.
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DESIGNING EXPERIMENTS IN GENSLA

This chapter takes up the issues presented briefly in Chapter 1 and delves
deeper into them with an emphasis on research questions (RQs) and design.
Armed with the knowledge of the scientific method presented in Chapter 3,
we consider how to formulate RQs in the generative framework, what kinds
of questions can be answered and how, the hypotheses we use to address
these, etc., taking into consideration factors such as the property to be
acquired, the linguistic module(s) involved, learners’ native language(s), the
learning task, linguistic complexity and the acquisition context. This chapter
will also address the currently debated issue of proficiency tests: why meas-
uring proficiency independently is important and what options GenSLA
rescarchers have.

4.1 Investigating Universal Grammar principles
and parameters

4.1.1 The research questions in the 1980s and 1990s

From its inception in the 1980s, GenSLA has always focused on describing and
explaining the system of implicit second language knowledge and, more spe-
cifically, how it is represented in the mind /brain of the L2 learner. Throughout
the 1980s and 1990s, the main emphasis was on Universal Grammar (UG),
containing the knowledge that is common to all human languages. At the
same time, GenSLA scholars were sensitive to the constant interplay between
UG and two other sources of L2 knowledge: the mother tongue (L1) and
information that comes from exposure to the target language.
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What is UG, again? And what is contained within UG? To reiterate
from Chapter 1, UG is argued to be an innate blueprint of what every
language learner has access to. In this respect, it is compared to other
mental systems that need external stimuli to be activated (e.g., vision).
UG contains the linguistic information that is common to all human lan-
guages, labeled principles. This information mediates between what is
learnable based on input and domain-general cognition alone. In light of
this understanding of UG, the general research question of the classical
GenSLA period included variations on “Do second language learners have
access to UG?”

Answers ranged from “learners have full access to UG” (the Full Transfer Full
Access Hypothesis: Swartz and Sprouse 1996, but also White 1989) through
“learners have only partial access” (the Failed Functional Features Hypothesis:
Hawkins & Chan 1997; the Minimal Trees Hypothesis: Vainikka & Young
Scholten 1996) to “learners have no UG access” (Clahsen & Myusken 1989).
What kind of research findings could inform this debate? For example, if learn-
ers were shown to successfully acquire properties not available from their native
grammar, then they were deemed to have access to UG. This demonstration
was particularly effective if it referred to early (Griiter 2005,/2006) or unin-
structed (Slabakova 2003) L2 knowledge.

Learning principles were also considered to be part of UG, representa-
tive of the third factor in language design (i.c., principles of general cogni-
tion; cf. Chomsky 2005 ). For instance, the Subset Principle (Berwick 1985)
stipulates that whenever there are two competing grammars generating
languages, of which one is a proper subset of the other, the learning strat-
egy is to select the subset one. In other words, learners are conservative—
they only assume a grammar sufficient to generate the sentences they hear,
expecting positive evidence to show them that the superset parameter set-
ting is valid.

A specific RQ in the classical GenSLA framework, narrowing down the
general RQ (see above) could be: “Is there evidence that parameter X can
be reset in SLA?”

4.1.2 L2 knowledge of principles

In the classical period of GenSLA, research on UG principles took a some-
what indirect approach, for the following reasons. If scholars investigated
a true, exceptionless language universal such as all languages have conso-
nants and vowels or all languages have verbs and nouns, the bar would
be set too low. In addition, even if it was established that this informa-
tion were available to learners, one wouldn’t be able to make the claim
that it came solely from UG and not from the native language. Therefore,
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researchers tackled universal information that was nevertheless dependent
on some parametric choice. One example we saw in Chapter 1 referred to
the Pro-Drop Parameter. Another example comes from the so-called Overt
Pronoun Constraint (OPC; Montalbetti 1984) which is dependent on that
parameter. In Japanese and Spanish, both null subject languages, overt and
null embedded subjects can refer to a referential antecedent, someone men-
tioned in the discourse or even in the main clause. In example (1) from
Japanese, no matter whether the embedded subject is the overt pronoun
kare ‘he’ or the null pronoun pro, both can refer to Mr Tanaka, the main
clause subject. Mr Tanaka is a referential subject, one individual identified
by the discourse.

1 Referential antecedent context:

a. Tanaka-san, wa [kare, -ga kaisya de itiban da to] itte-iru
Tanaka-Mr Top he-Nom company in best is that saying-is

b. Tanaka-san, wa [pro, , kaisya de itiban da to] itte-iru
Tanaka-Mr Top pro company in best is that saying-is
‘Mr Tanaka is saying that he is the best in the company’
He = Mr. Tanaka or
He = someone else mentioned before

2 Quantified antecedent context:

a. Dare-ga, [kare-ga,, . kuruma o katta to] itta no?
Who-Nom he-Nom car Acc bought that said Q
#He = which person
He = someone else mentioned before

b. Dare-ga, [pro, , kuruma o katta to] itta no?
Who-Nom pro car Acc bought that said Q
‘Who said that he bought a car’
He = which person or
He = someone else mentioned before (Kanno 1997)

However, compare the binding indices in (2). When the main clause sub-
ject is the question word who, a quantified antecedent, kare can no longer
refer to that entity. In other words, the (2a) reading cannot ask about which
male person said that he, that same person, bought a car. This reading is
available if the embedded subject is a null pronoun as in (2b), so Japanese
can certainly express that meaning but not with the structure in (2a). Thus,
we see that overt pronouns in null subject languages are constrained in
their possible interpretations, hence the name Overt Pronoun Constraint.
Both pronouns can refer to someone else mentioned in the discourse, for
example, Mr. Osuke.
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Now, everyone can appreciate that this is a difficult contrast to acquire
from exposure alone, because clarifications about possible and impossible
readings are rarely, if ever, provided to learners. The contrast is almost
certainly not taught in language classrooms. But there is one more reason
why this property was widely researched in the 1990s. Knowledge of this
property could not be transferred if the native language was not a null
subject language, such as English. Since English does not have null pro-
nouns in embedded clauses, if L2 speakers showed sensitivity to the OPC,
they would only be able to thank UG for it and not help from their native
language. Both Kanno (1997) and Pérez-Leroux and Glass (1999) found
evidence for such a conclusion. In summary, the main research question
of these studies probed whether a universal constraint was functional in
learner grammars, but only if it did not come directly from the native
language.

4.1.3 L2 parameter knowledge

Parameters were the stars of the classical GenSLA period. The premise of
parameter resetting was as follows. Equipped with UG, child learners can
narrow down the search space by limiting their hypotheses to only the set-
tings that UG allows. For instance, languages can cither have null subjects or
not allow them (the pro-dro parameter). The fact that only two choices are
logically possible makes this parameter a no-brainer, hence not that interest-
ing to investigate. However, null subjects themselves were just the begin-
ning. Almost every parameter that was discussed in the classical GenSLA
period came with a parametric cluster of superficially unrelated construc-
tions that were nevertheless dependent on a common syntactic explanation
and were purportedly learnable if only a salient, unifying piece of structure
was acquired. In the case of the Null Subject Parameter (NSP, also known
as the Pro-Drop Parameter; Rizzi 1982), here are the constructions argued
to be related within the cluster (after Rothman & Iverson 2007):

3 a. Yo/provivo en Miami. (null subjects)
I /prolive in Miami
‘I live in Miami.

b. pro Llueve mucho. (no expletive subjects)
prorains a lot.
‘It rains a lot.

c. Llegaron ellos. (postverbal subjects)
came they
“They came”
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d. Quién crees que habla espafiol?  (that-trace effect)
who think.2sg that speak.3sg Spanish

e. *Quién crees ___ habla espanol?
who think.2sg speak.3sg Spanish?
‘Who do you think (*that) speaks Spanish?’

The specific RQ then would be: “Can L2 learners reset all of the parametric
clusters?” Presumably, learners only need to converge on one of the syntac-
tic properties in (3), null subjects, lack of expletive subjects, etc. to attain
knowledge of the rest, since each property in the cluster is hypothesized to
be linked to an underlying unifying analysis. The properties linked to the
Verb Movement Parameter cluster (White 1991) were adverb placement
and main verb movement in questions and negation.

The premise of parametric clusters, where a number of properties come
into the L2 grammar for free, just in case one acquires the crucial piece of
morphosyntax responsible for parameter restructuring, was very attractive
to scholars in the classical GenSLA period. An even more far-fetched pre-
diction was that of instantaneous parameter resetting: that the whole clus-
ter of a certain parameter would be activated in the L2 grammar at once.
As it happened, research findings on the Pro-drop (or the Null Subject)
Parameter (White 1985a, 1986; Phinney 1987; Liceras 1989) and on the
Verb Movement Parameter (White 1991) were not kind to these predic-
tions. Later on, Rothman and Iverson (2007) examined the whole NSP
cluster, including the OPC from example (1), and concluded that only null
subjects, lack of null expletives and the OPC clustered in the interlanguage
of their intermediate learners of L2 Spanish. However, their learners were
75% accurate on postverbal subjects, which was comparable to their OPC
accuracy. Five months of study abroad in Spain made no diftference to any of
the cluster properties for those learners. Hence, this study supported the ear-
lier conclusion that the that-trace effect was not acquired as part of the NSP.

Why might that be? A superficial inspection of the cluster in (3) would
yield the observation that there is much evidence in the input for null
subjects, lack of expletive subjects and even postverbal subjects. On the
other hand, learners are much less likely to be exposed to sentences as in
(3d—e), as this construction is much less frequent and more complex than
the rest of the cluster. Yet, the careful reader might object at this point that
the OPC sentences in (4), comparable to the Japanese examples in (2),
are as complex as and even less frequent than the that-trace effect exam-
ples. Arguably, the OPC presents a Poverty of the Stimulus situation (see
Chapter 2).
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4 a. Quién, dice que ¢l . y tiene mucho dinero?
who says that he has much money

b. Quién. dice que pro . . tiene mucho dinero?
i i/j
who says that has much money
‘Who says he has much money?’

And the careful reader would be right. Why are intermediate learners of
Spanish sensitive to the contrast in (4a-b) but not to the one in (3d—e¢)?
Answers to this question cannot come from frequency alone. Perhaps, as
argued at the time by Jaeggli and Safir (1989) and Safir (1985), the NSP has
a smaller cluster than the one originally proposed by Rizzi (1982).

4.2 Features encoding parametric variation

In the 21st century, the change of orientation in GenSLA RQs was
prompted by an evolving view of parameters. White (2003) and Lardiere
(2005) discussed the acquisition of functional features as the new focus of
formal L2A research. The refocusing was complete with the publication of
the Feature Reassembly Hypothesis (FRH) by Lardiere (2009).

4.2.1 What are functional features?

Before delving further into the new GenSLA approach, let us look at an
extended example of nominal features as encoded in English pronouns. We
will work these out from a set of sentences as in (5).

5 a. He likes chocolate.
b. She likes chocolate.
c. They like chocolate.
d. It is chocolate.
e. She likes them.

In these particular sentences, we can identify the following features or
grammatical meanings. He in (5a) expresses the following: [third person],
[singular], [masculine], [human] and [Nominative]. In other words, the
feature bundle expressed on 4e has values for all the features in (6).

6 [ Person
Number
Gender
Animacy
Case
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To underscore the terminology linguists use, [Person] is a morphosyn-
tactic feature with values [1, 2, 3]; [Number] is a feature with values
[singular, plural] in English. See if you can work out the feature values
for the bolded pronouns in (5b—e). They have to be values of the bundle
in (6), but they also have to uniquely identify each different pronoun
bolded in (5).

Furthermore, notice that some feature values are dependent on other
tfeature values being present. Lardiere calls these dependencies “condi-
tioning environments.” For instance, the [gender] and [animacy] fea-
ture is expressed only on three-person singular pronouns. Thus, when
we say “she,” we are referring to a female person, but when we say
“they,” we may be talking about female or male people or about inani-
mate objects. Of course, the context will disambiguate these values. The
FRH argues that the more reassembly is needed in adjusting the feature
bundles in the L2, including the conditioning environments, the harder
L2 acquisition is.

4.2.2 How can we test feature reassembly?

The general and specific RQs have changed subtly in the feature environ-
ment. In their general form, they ask: “Can feature bundles be readjusted
in SLA?” Note that for the readjustment to proceed, learners still need
knowledge about the possible features and the possible feature values. For
example, the feature [Number] has two values in English but three values
in some Slavic languages such as Slovenian: [singular], [dual] and [plural].
For some scholars, features and their values are provided by UG, but for
others, parameters are emergent, in the sense that categories and formal
features are constructed on the basis of language-specific positive linguistic
data (Biberauer & Roberts 2015).

Furthermore, a crucial continuation of the specific RQ is now possible:
Do all features of a specific feature bundle reset at the same time, and, if not,
what factors modulate the process? We will look at these factors in the next
section. The essential requirement in testing for feature reassembly is that
researchers have a very clear idea what the exact features are in the L1 and
the L2 so that they can specify the learning task as an (re-)assembly task.
How do novice researchers find out about features and bundles? The safe
route is to access the syntax or semantics literature for concrete published
proposals. However, keep in mind that features are mappings of form and
meaning, so even if you don’t find a published study, you are likely to detect
the different meanings in the two languages. The following study described
in Box 4.1 provides a clear example.
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Case Study Box 4.1: Shimanskaya and Slabakova (2017)

Property: Pronoun features in French and English. As we saw in Examples
(5)—(6), English pronouns express a bundle of features, of which the relevant
ones here will be [Gender] and [Animacy]. French marks gender on all nouns,
not just pronouns, but does not mark animacy. | see him can only refer to a
male human, while I see it can only refer to an object. In French, both are ren-
dered as Je le vois ‘| see him/it. Thus, we can designate gender in French as a
grammatical category but a semantic category in English. The English—French
contrast is summarized in Table 4.1.

TABLE 4.1 L1-1.2 feature mismatch

English French

Him [+human] Le [+human]

Semantic gender [masculine ] Grammatical gender [masculine ]
Her [+human] La [+human]

Semantic gender [feminine] Grammatical gender [feminine]
It [-human]

No semantic gender

General Research Question:

Can learners reassemble features in the L2 from the way they are assembled
in the L1?

Specific Research Question:

Can learners acquire that the feature [+human] is not contrastive in French,
but that gender is a grammatical feature?

4.3 Other factors to take into account

4.3.1 The native language

In formulating RQs, this is perhaps the first factor or variable (see Chapter 3)
that one should consider. As already argued in this chapter, we do not want
the property under investigation to be present in the L1 and the L2, because
there is nothing to learn with respect to that property, except the lexical
items. However, language groups with similar settings for a property can
be used effectively. If a research design contains two L1 groups learning the
same 1.2, with contrasting starting settings, the demonstration of a learning
task and acquisition process can be that much more cogent.
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Take, for example, Slabakova’s (2000) study, where a Spanish-native
and a Bulgarian-native groups were tested on knowledge of English telicity
marking (roughly, when can we interpret an event as complete). English and
Spanish mark telicity by combining a dynamic verb with a certain type of
object (e.g., eat a sandwich), while Bulgarian signals the same meaning with
verbal prefixes but objects do not play a role. In the event, only the English
controls and the Spanish learners, but not the Bulgarian learners, demon-
strated a significantly different evaluation of telic and atelic sentences. This
research design can mitigate criticism that GenSLA studies unfairly com-
pare bilinguals and monolinguals. If the two bilingual groups at the same
level of proficiency behaved differently, the only reason could be their native
grammar.

4.3.2 Linguistic complexity

We already touched on the issue of linguistic complexity when discussing
the Null Subject Parameter. Linguistic complexity is actually quite hard to
define and has to be distinguished from task complexity and from the lin-
guistic complexity of learner writing, both topics discussed in the applied
linguistics literature. When is a linguistic structure complex? Although a few
linguistic proposals are on offer, in this chapter we assume the definition
of Pallotti (2015). According to Pallotti, the construct of “complexity” is
used with three distinct meanings in linguistic research. A construction can
be typologically or structurally complex, for example, wh-questions are
more complex than declarative sentences because they involve movement of
syntactic constituents (covert or overt). A construction can be cognitively
complex or difficult to process. For example, object relative clauses are well
known to be harder to process than subject ones, at least in English. Finally,
a construction can be considered complex because it is difficult to acquire
or is acquired late. These three views refer to different aspects of complexity
and often are not correlated.

Pallotti assumes “a simple view of complexity,” based on linguistics prin-
ciples that we can use. Morphological complexity is calculated on word class
(nouns, verbs, etc.) and counts the number of exponents of various gram-
matical categories and functions. Thus, English nouns are marked for num-
ber, while German nouns are inflected for gender, number and case, making
the latter more complex. Syntactic complexity depends on the number of
constituents and the syntactic operations they participate in. The lexical
complexity of a text refers to the wide variety of lexemes used. A text which
uses 200 different words is more complex than one which employs only 100.

How can we take linguistic complexity into account when articulating
our RQs? In a parameter cluster, for example, it is unrealistic to expect more
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and less complex structures to be acquired at the same time. In a feature
bundle, it is similarly unrealistic for all features of a functional category to
be reset at the same time. Varying complexity in the L1 and the L2 should
be given careful consideration and can be used to make predictions for ease
or difficulty of acquisition. For instance, German nouns which express three
grammatical categories morphologically, can be predicted to be harder to
acquire than English nouns with one marked category. Gender on nouns
(e.g., French in Box 4.1) is a highly complex feature to acquire because it is
idiosyncratic: all nouns in a language with grammatical gender are randomly
assigned to gender classes and have to be learned one by one, with some
help from sound regularities perhaps. Linguistic complexity can be turned
into an RQ itself. It is possible to inquire whether more complex structures
are always acquired with more difficulty. The reader already suspects that
the answer is No, because there will always be other factors involved.

4.3.3 The acquisition context

The learning context can have a marked influence on acquisition. The first
main division in this respect is whether acquisition happens in the country
where the L2 is spoken or in the learner’s native (or indeed a third) country.
The terms “second language learning” and “foreign language learning” are
used to designate these two contexts. Acquisition can be naturalistic (in
society) or instructed (in a classroom). Clearly, acquiring a language in the
classroom, but in the country where the language is spoken widely, provides
both naturalistic and classroom exposure. Researchers should be careful to
consider this factor together with the other factors discussed in this section.

Classroom exposure to a property may include explicit instruction or not;
it may include negative evidence or not. In this respect, the study by White
and Juffs (1998) is enlightening. These scholars compared the performance
of two groups of Chinese learners of English on knowledge of wh-move-
ment constraints. One group of participants had never left China, while the
other group of learners was studying in Canada. Participants in the former
group were mainly exposed to classroom input, while the latter group was
exposed to naturalistic English input as well.

However, both groups of learners presented judgments that were highly
accurate. In addition, there were no statistical differences in their perfor-
mance on this complex property, in spite of differences in their context of
acquisition. The authors concluded that the intricate wh-movement con-
straints were “activated” without explicit knowledge or instruction. Another,
and a negative example, is one that we mentioned earlier. In the Rothman
and Iverson (2007) experiment, study abroad provided the participants
extended exposure to natural Spanish, but did not lead to their improved
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performance on the constructions in the NSP cluster. In summary, one
should keep input and exposure, closely dependent on acquisition context,
in mind when one formulates RQs and designs studies.

4.3.4 Evidence in the input, including lexical and construction
frequency

In discussing evidence in the input, let’s refresh our memory for some con-
cepts we discussed in Chapters 1 and 2. We considered “input” to be the
whole second language, including forms that the learner can hear or read,
mapped onto meanings that she can uncover from linguistic knowledge,
the context, world knowledge and the previous discourse. “Exposure,” on
the other hand, is the portion of input that individual learners have been
exposed to; input and exposure may not overlap completely. Consider the
previous section on acquisition context in this respect.

If certain words, functional morphemes, phrases, sentences or discourse
functions are present and readily observable in the input, we say that there
is “positive evidence” for them. If a certain linguistic property is not freely
discoverable from the input, we call it a negative constraint; its acquisition
may be possible through UG or parameter values already set. Importantly,
“negative evidence,” or explicit correction of errors in form or meaning,
may not always lead to acquisition (Slabakova et al. 2020). Generative SLA
theory argues that negative evidence cannot alter grammatical knowledge
states because it is not reliably provided to all learners to an equal degree
and because, even if'it is provided, learners do not attend to it (White 1989).

Consider the following example.

7 In a restaurant:

Last week I had the sole here. It was delicious. The salmon I haven’t tried
(*it) yet.

The pronoun z¢in bold is not acceptable in English, hence the star inside the
brackets. It is called a resumptive pronoun because it “resumes” the noun
the salmon which has moved to the top of the structure in a topicalization
construction. Many languages, including Arabic and Spanish, allow such
pronouns. How can an L2 learner acquire the fact that resumptive pronouns
are not allowed in English? If the learner produces the wrong sentence The
salmon I haven’t tried it yet, some interlocutor needs to say: “No, you don’t
need the pronoun in English” or something explicit along these lines. It is
very unlikely that such an overt correction is ever provided, and, even if it
is provided, it is not offered reliably to all learners. This explicit correction is
what we call “negative evidence.” When creating experimental designs, we
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must carefully consider whether there is positive evidence for our property,
and, if not, where the knowledge of it comes from. The answer to the latter
question is usually found in linguistic theory.

Even if there is positive evidence for a certain property, it is quite rel-
evant how much evidence there is. We are talking about frequency in the
input here. Frequency can be calculated for lexical items, for morphemes
and for grammatical constructions. The calculations are based on large cor-
pora of written or spoken speech. The Corpus of Contemporary American
English, known as COCA, contains over a billion words and is made up
of different corpora. You can search for words and phrases in many other
ways, so check it out. The rule of thumb would be that a frequent word,
morpheme or construction would be encountered more often in the input,
would be more highly activated in the lexicon and would be used with
greater accuracy.

However, frequency does not have magic powers. There are many fre-
quent items that still give rise to difficulty. Take the extremely frequent
subject—verb agreement morpheme in English. All verbs in the present tense
that have a third-person singular subject have to appear with this form:

8 John eat-s in the cafeteria every day.

The agreement ending appears in 37.5% of all present tense lexical verbs
(Jensen et al. 2020: 25), which amounts to many millions of occurrences.
It is regularly taught explicitly. At the same time, it is rarely supplied in
free production by speakers of languages that do not have such agreement.
Just one example would suffice: Patty, Donna Lardiere’s research partici-
pant, who is a fluent English speaker with many years of experience living
in the USA, produces the -s agreement morpheme just 4.5% of the time
(Lardiere 2007).

4.4 Language exposure and global proficiency

It is customary in GenSLA research to measure proficiency independently of
the properties they investigate. What is the rationale for this? We are inter-
ested in the developmental dimension: is it the case that, with increased pro-
ficiency in the second language, research participants are more accurate on
the property? Or is it the case that learners do not demonstrate knowledge
of this property, even at advanced proficiency levels? Maybe proficiency
makes no difference to implicit knowledge of the property? We have already
encountered examples of all these situations in this book. Extensive research
too numerous to cite here has established that language proficiency affects
spoken word recognition, lexical access, language processing, sentence-level
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and discourse-level comprehension, as well as qualitative and quantitative
variation in language-related neurocognitive activity. We cannot provide an
accurate understanding of language acquisition and bilingualism without
taking general language proficiency into account; hence, proficiency evalua-
tion is a crucial part of GenSLA studies.

Including a language exposurve questionnairve, together with the profi-
ciency measure, has also become an important part of GenSLA research.
This is because it has been established, as frequently mentioned in this book,
that experience determines not only specific linguistic knowledge, say, func-
tional features, but also general proficiency. One excellent questionnaire
that can give the reader a good idea of the range of questions to be asked
of research participants is the LEAP-Q questionnaire (Marian et al. 2007),
which can be found in https://bilingualism.northwestern.edu/leapq/. It
is freely available to the research community and is translated into many
languages. Although this questionnaire includes self-ratings of proficiency,
the authors recommend that researchers use an independent measure of
proficiency and do not rely on self-evaluation (Kaushanskaya et al. 2018).

What are some common measures of proficiency? Among the many
measures available to researchers, we will focus here on ones that are easy
to administer and do not take an inordinate amount of time and effort in
experimental studies. Whole or portions of standardized tests can be used,
but pride of place among proficiency tests belongs to cloze and C-zests. Both
tests’ results are highly correlated with results from standardized proficiency
scores, suggesting that these two tests offer a reliable shortcut to profi-
ciency estimation. The cloze test (Brown 1980; Tremblay 2011) provides
participants with a connected text of 300—400 words on a topic of general
interest, such as global warming. The text has to be accessible to an average

reader with a high school education. Here is an example from Tremblay
(2011: 369).

9 The world economic growth __ (1)___ created an increase in ___ (2)___
level of ___(3)__ dioxide (CO,) in the atmosphere much ___(4)___
rapidly than anticipated, according to a study __ (5)___ on Monday in
the reports of the United States __ (6)___ Academy of Sciences.

There are two important things to consider in creating a cloze test: the dele-
tion and the scoring methods. How do we decide which word to delete, so
that when provided by the participant, we can evaluate their understanding
of the text, grammatical and lexical knowledge? One approach is to delete
every seventh or every ninth word in the text, whatever it may happen to
be. Another approach is the so-called rational deletion method used in the
example above so that a balanced proportion of content and function words
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could be elicited from L2 learners. With respect to the scoring method,
researchers also have choices: to accept as correct only the word that
appeared in the original text (called “the exact scoring method”) or to allow
all words acceptable in that slot, for example, synonyms (see Brown (1980),
for a comparison of these scoring methods). The latter scoring method
involves creating a bank of acceptable answers, which may be cumbersome
and imprecise. For that reason, some researchers opt for a multiple-choice
presentation, which reduces the average testing time and simplifies scoring
(Luchkina et al. 2021).

C-tests are similar to cloze tests, except that the first half of the deleted
words is provided to the test takers. In a paragraph-length reading passage,
half of every second word is deleted, from the second sentence onward.
This manipulation creates a lot of blanks, typically 75-125 in three short
paragraphs.

10 This is an example C-test passage. Starting wi___ the sec word
o__ this sent ,thela_ halffr__ each consec word h__ been
del . (Norris 2018: 12-13).

Although slightly different, both cloze and C-tests are excellent instruments
for establishing global language proficiency. Some validated tests are avail-
able at the end of published research or in research repositories; if they are
re-used, permission has to be sought and proper attribution must be made
to the original creators. Finally, proficiency tests that are entirely online have
been created in recent years. The LexTALE (Lemhofer & Broersma 2012)
is a short and easy-to-use lexically based proficiency test. A disadvantage at
this moment is that it does not have versions in many languages, but such
versions are being created.

4.5 Conclusion

In this chapter, we developed our understanding of research design, discuss-
ing general and specific RQs in the classical GenSLA framework of param-
eters and in the 21st-century approach using formal features. Some seminal
characteristics of research design are reliance on linguistic analysis for estab-
lishing contrasts that exist in the L2 and may or may not be manifested
in the L1, careful consideration of variables and participant groups, tak-
ing into account additional linguistic variables such as linguistic complexity,
the context of acquisition and the evidence that the input provides for a
certain property. We discussed participant questionnaires and independent
proficiency measures as indispensable ingredients of the GenSLA research
design.
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4.6 Discussion questions

1 How are parameters and features different?

2 How are acquisition contexts (SLA versus foreign language acquisition
(FLA)) related to language input and exposure? Give examples from your
own experience.

3 Consider study abroad among university college students. Rothman and
Iverson (2007) established that a five-month stay in a Spanish-speaking
country did not change students’ knowledge of the constructions mak-
ing up the Spanish Null Subject Parameter. Does this mean that the NSP
is not a valid parameter?
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ACCEPTABILITY TASKS

5.1 What are Acceptability Judgment Tasks?

From the beginning of the generative linguistics enterprise (Chomsky
1965, 1981a), native speaker judgments of grammatical acceptability
(Acceptability Judgment Tasks, AJTs) have been of primary methodological
importance. This is because generative syntactic theory takes native speak-
ers’ judgments of (un)grammaticality as a manifestation of linguistic com-
petence: A sentence which is judged as grammatical (acceptable) by a native
speaker of a certain language makes part of that speaker’s mental grammar
of the language, while a sentence which is judged as ungrammatical violates
some linguistic rule of that grammar. Generative syntactic theory has his-
torically relied on introspective AJTs rather than controlled experiments, on
the assumption that the judgments of an individual native speaker are rep-
resentative of those of other native speakers. However, this assumption has
been challenged and criticized by many (Cowart 1997; Schiitze 1996). The
use of controlled AJTs with a good number of native speakers is now the
norm, particularly after the appearance of crowdsourcing testing platforms
(e.g., Amazon Mechanical Turk, Prolific).

5.1.1 Advantages

Language acquisition researchers have traditionally relied more on produc-
tion data, in both child and L2 acquisition. However, judgments provide
indispensable data in such investigations because they uncover information
not readily available from production. For instance, an advantage of AJTs is
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the avoidance issue: if learners do not produce a certain structure, say, past
tense marking, the researcher cannot be confident that they do not know it.
It could still be a part of their grammar but optional or hard to pronounce,
so learners may just be avoiding it. Judgment tasks can provide a better
snapshot of the learner grammar, because evaluating sentences is cognitively
easier than producing them.

Another point of interest is that AJTs focus on form, not on meaning. In
other words, the researcher is not so much interested in what interpretation
the participant attributes to the target sentence but whether its form is an
acceptable rendition of the meaning that most speakers would attribute to
that target sentence. Let us take some examples. Most fluent speakers of
English would be able to interpret sentences as in (1) and (2), although they
will be aware that there is something wrong with the form, the agreement
morpheme in (1) and the word order in (2).

1 My brother work in the library.
2 My brother his homework did yesterday.

How about second language acquisition? From its outset, GenSLA research-
ers inherited this reliance on AJTs to discover a learner’s competence at a
particular interlanguage stage. Learners could recognize sentences in (1)
and (2) as English sentences with a clear message, just as native speakers.
However, the verb in (1) is missing the -s morpheme of subject—verb agree-
ment and could be accepted by a learner who has not acquired that morpho-
syntactic feature of English reliably (see Jensen et al. 2019 for Norwegian
learners who make this error). The sentence in (2) could seem acceptable
to a learner whose native language uses a Subject—Object—Verb word order,
e.g., Japanese or Hindi. Acceptance of sentences such as (1) and (2) in an
AJT suggests specific gaps in the learner knowledge at that particular inter-
language stage.

5.1.2  Factors affecting AJTs

A Grammaticality Judgment Task is another name for an AJT, and many
scholars use the two names interchangeably. However, Cowart (1997)
argued that AJT is the more appropriate name, since grammaticality is estab-
lished within linguistic theory; that is, linguists evaluate the grammaticality
of a sentence (which is unobservable) based on whether it is acceptable to
speakers (which is observable and measurable). Also from the outset, it was
recognized that sentences might have degrees of acceptability. A sentence
as in (3) is considered less unacceptable than the one in (4) because we can
understand the proposition while we feel there is something wrong with
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the form, while the latter is completely incomprehensible and also known
as “word salad.” Interpretation and form can interact as well. In (5), the
unacceptability of the form leads to the sentence not having a plausible
interpretation.

3 Who what brought to the party?
4 To brought who party the what?
5 I helped themselves to some cake.

Most linguists nowadays would agree that acceptability judgments do not
rely on a single and homogeneous grammar representation but depend on
a range of factors, including ambiguity and frequency of the participating
lexical items. Most prominent among these factors, however, are sentence
processing and pragmatics. If a clause is difficult to process because compu-
tationally complex, some speakers would consider it unacceptable. A case in
point is provided by the examples in (6), where the sentence in (a) involv-
ing movement in the main clause is computationally simpler than the one
in (b) involving movement over a clause boundary. Think about whether
these two sentences are equally acceptable to you. If an interpretation is not
plausible or feasible in the context, its acceptability is degraded, compare
examples in (7) and your evaluation of them (Dabrowska & Street 2006)

6 a. Who ___ thinks that Mary wrote a book? (less complex)
b. What do you think that Mary wrote ___? (more complex)

7 a. The man bit the dog. (implausible)
b. The dog bit the man. (plausible)

5.2 Description of the method

AJTs (Sprouse 2011, 2018, 2023) typically target specific linguistic con-
trasts or properties that have been selected for investigation in the research
design. They address the research questions of GenSLA studies, such as
whether learners have reset a certain parameter or have acquired a specific
expression of a meaning. Researchers who use AJTs have a number of meth-
odological choices to make, which we tackle one by one below.

5.2.1 Mode of presentation

The test sentences in an AJT can be presented aurally or in a written
form or both at the same time (bimodal presentation). An aural pres-
entation is more natural, as it approximates speech. A possible hurdle,
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specifically for lower proficiency learners, could be speech perception in
the L2. On the other hand, long convoluted sentences presented in the
written mode rely on reading skills. With the aim of investigating this
difference, Murphy (1997) presented learners with declarative sentences
with embedded questions and wh-questions that violated Subjacency.
Participants were slower when sentences were presented aurally, and,
even more importantly, they were less accurate when they heard the test
sentences. The researcher emphasized the importance of considering
the methodology when interpreting research results. At the same time,
Plonsky et al. (2020), which presented a synthesis of the use of AJTs and
a meta-analysis of the effects of task conditions on learner performance,
reported that modality was not found to have a strong or stable effect on
learner performance.

5.2.2 Timed or untimed AJTs

AJTs can be presented as untimed, where the participants have no time
limit for making the decision, versus timed, where the participants have to
make the decision under pressure. From the point of view of the “construct
validity” of AJTs (see Chapter 3) or what exactly they measure, research-
ers have argued that imposing a time window in AJTs makes them a better
measure of implicit knowledge than explicit knowledge. This is probably
because research participants have no time to engage in explicit metalin-
guistic knowledge or prescriptive norms and provide their judgments based
on linguistic intuitions or “gut feeling.” Furthermore, timed judgments may
replicate the natural conditions of speaking a second language, namely, hav-
ing to express oneself in real time (McDonald 20006).

What is the procedure for timing AJTs? The experimental setting in
Hopp’s (2010) Experiment 3 with L2 learners of German went like this.
Testing was entirely online. Each trial sentence was preceded by a fixation
point in the center of the screen. When the participant pressed the “Go”
key, the test sentences were presented word-by-word in the center of the
screen. The rate of presentation was set to 250 ms per word plus 17 ms
per letter, to offset the effect of longer words. Sentences were presented
without punctuation. After the final word of each sentence, the screen
changed color and the participants made an immediate binary decision
(acceptable or unacceptable) by the press of a button. In Experiment 4,
Hopp presented the same stimuli to native speakers of German, using
successively lower speeds for each word: 155 ms, 105 ms, 88 ms and
71 ms. The findings suggest that both non-native and native speakers
made more errors when the AJT presentation became more and more
time compressed.
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5.2.3 AJT with corrections

Since AJTs focus on form rather than meaning, the simple collection of
binary responses or even responses on a scale does not guarantee that par-
ticipants are rejecting target sentences for the right reason. For example,
an experimental condition can be created around subject—verb agreement
as in (1), but a participant may reject a target sentence not because she has
noticed the omission of -s but because she does not recognize a certain
lexical item. The researcher is getting the right result for the wrong reason.
One way to rectify this is by asking participants to correct the sentences they
deemed unacceptable. As Ionin (2021) points out, there are at least two
problems with this option. If participants are asked to correct the sentence
immediately after taking the “unacceptable” decision (as in Falk & Bardel
2011), the task becomes considerably more explicit and may be influenced
by prescriptive norms and instruction. Furthermore, participants may tend
to avoid the “unacceptable” response to avoid the extra work. If; on the
other hand, corrections are left for the end of the task (as in Gass & Alvarez
Torres 2005), then learners may not remember why they marked a certain
sentence as wrong. In both cases, corrections are not conducive to partici-
pants accessing their linguistic intuitions.

What can be done to ameliorate the right-response-for-the-wrong-reason
problem? One solution is to use a high number of target sentences, at least
8 or 10, per condition. If the number of target sentences becomes too high,
several item lists can be created, where some participants see a subset of
target sentences and the rest are evaluated by other participants. Another
solution is to use a high number of participants, since it is unlikely that indi-
viduals might reject target sentences for the same wrong reason.

5.2.4 Response types

There are several types of tasks that participants can be given in an AJT.
They can be asked to (a) provide a Yes—No answer; (b) choose a rating on a
Likert scale; (¢) make a Magnitude Estimation (ME) choice; and (d) choose
which of two target sentences they consider more/less acceptable. We will
now unpack what kind of information those choices yield.

In a Yes—No task, participants are presented with one sentence at a time
and asked to categorize it as either acceptable (Yes) or unacceptable (No).
This choice is suited to eliciting judgments of categorical acceptability.

8 Example of a Yes—No response
Acceptable  Unacceptable
What did you think whether John bought? I:I &
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The same one-sentence-at-a-time presentation, but paired with a Likert
scale, asks participants to consider relative acceptability on a scale from
1to5 orl to 7, where 1 usually stands for unacceptable (“This does not
sound natural in my language”) and the higher number for acceptable
(“This sounds natural in my language”). Typically in GenSLA experiments,
instructions include “anchor” sentences that exemplify the lower and higher
end of the scale.

9 Example of a Likert scale response:

What did you think whether John bought?

1 2 3 4 5
Completely Fully
unacceptable acceptable

In ME (Bard, Robertson & Sorace 1996), participants are presented with a
reference sentence (called the standard), which is assigned a numerical accept-
ability level (called the modulus). They are then asked to rate target sentences
(one at a time) as multiples of the acceptability of a reference sentence.

10 Example of a ME response

Standard: Who thinks that my brother was kept tabs on by the FBI?
Acceptability: 100

Target: What did you think whether John bought?

Acceptability:

For example, with a standard of 100, participants may rate the target sen-
tence in (10) as 50. Both Likert scales and ME are more suited for detecting
gradient acceptability. Finally, the forced choice presentation is not com-
monly utilized in GenSLA; it is well-suited to questions about differences
between related constructions but does not tell us much about how accept-
able the target sentences are on an absolute acceptability continuum.
Through the years, all of the response types have been examined and
critiqued. For example, the forced binary choice (Yes or No) task is consid-
ered not very sensitive to exactly where a sentence is located on the accept-
ability scale, presenting a rather crude judgment. It could be appropriate
for evaluating sentences like the one in (1), where a functional morphology
error is immediately noticeable by expert informants. Scales have also at-
tracted a lot of research attention. At issue is whether informants perceive
scales as ordinal or interval. An ordinal scale does not require the points on
the scale to be equidistant from one another, hence measurable in statistics.
An example of a four-point ordinal scale could include the values “fully
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acceptable,” “quite acceptable,” “quite unacceptable,” “fully unacceptable.”
There is no way of knowing that the distance between scale points is equal.
For instance, for some research participants “quite acceptable” may be very
close to “fully acceptable” and far away from “quite unacceptable.” Further-
more, one can easily insert an additional scale point such as “neither accept-
able nor unacceptable” between the points “quite acceptable” and “quite
unacceptable,” making it a five-point scale. Therefore, ordinal scales should
not be quantified; thus, we cannot calculate a mean score for a participant
or for an item.

An interval scale, on the other hand, has equidistant points as inches on
a ruler, and its values can potentially be used in statistical analysis. It is com-
mon practice in GenSLA rescarch to label the values of an interval scale in
the instructions to participants, as in (9). Schiitze and Sprouse (2014) point
to another hazard:

[Blecause participants can only use the limited number of response
points (i.e., there is no 3.5 on the scale), it is impossible to ensure that
the intervals are truly uniform—that is, that subjects treat the difference
between 1 and 2 the same as the difference between 4 and 5. This prob-
lem is compounded when aggregating across participants in a sample.

(p. 33)

This risk can be minimized by using anchoring examples. However, it is
worth keeping in mind that no response type is without its limitations.

Needless to say, the choice of response type in a research design should
depend on the type of target sentences investigated and the type of evalu-
ation expected (categorical versus gradient). Researchers should carefully
consider response types and scales, taking into account the literature that
has tested the property under investigation. But, in the end, all response
types may be the same at the fundamental conceptual level. The cogni-
tive task for the participants is to provide their estimation of acceptability.
If what we are after is detecting differences between conditions (see next
section), the data provided by each task are likely to be similar.!

5.3 Task design

5.3.1 Instructions

AJT should be preceded by explicit instructions, making it clear to the par-
ticipants what they are expected to do (check a box, circle an answer, press
a button, etc.). Sometimes GenSLA researchers specify in the instructions
that participants should not think about prescriptive or instructed grammar
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rules. Instead, participants are invited to share their “feeling” for the
sentences provided. Unless dictated by the research questions, instructions
should also specify that researchers are not interested in comprehensibility,
as unacceptable sentences are often perfectly comprehensible. Box 5.1 pro-
vides an example of AJT instructions, modified from Slabakova (2006).

5.3.2 Practice items

It is not common to include extensive practice items in an AJT, unlike in
other psycholinguistic tasks (such as self-paced reading). This is because
the instructions already provide anchoring sentences exemplifying the Y
and the N response (as in Box 5.1) or the scale extremes, in a Likert-scale
response type. These anchoring examples serve as practice items. Note that
the anchor sentences should not demonstrate the phenomenon tested so
that the participants are not primed. It could be a good idea to exemplify
one lexical and one grammatical contrast, as in Box 5.1.

Box 5.1 Example of AJT instructions, modified
from Slabakova (2006)

Learners develop a feeling for sentences in the second (or third or fourth)
language that they speak. For example, learners feel that the following sen-
tences are not good sentences in English:

1. Mike was probable to win the game. A @
2. Sally were eating breakfast when | saw her. A @

We would mark those sentences as unacceptable by circling the letter U as
above. On the other hand, these other sentences sound perfectly fine. We
mark them as acceptable by circling A.

2. Sally was eating breakfast when | saw her. u

1. Mike was likely to win the game. @ u
Please read the sentences below and mark them as acceptable or unaccepta-
ble according to your intuition about them. Do not worry about their truth
or falsity. Can you show what is wrong with the sentences that you marked
as unacceptable? Write the acceptable sentence next to the U circle.
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5.3.3 Factorial design

If an experimental design contains one independent variable (say, Group:
native speakers and L2 learners) and one dependent variable (say, Accuracy
on an AJT, from 0 to 1), we call this a unifactorial design. For example, one
could be interested in the past tense marking in English by native speakers
of Chinese. The AJT will minimally contain sentences as in (11):

11 Acceptable: You worked until very late last night.

Unacceptable: You work until very late last night.

While perfectly respectable, this design is perhaps too minimal. We are usu-
ally interested in examining a richer slice of grammar, as linguistic properties
influence each other. Tsimpli and Dimitrakopoulou (2007), for example,
were interested in how long-distance wh-movement sentences with a gap
or resumptive pronouns were accepted by Greek-English bilinguals. They
predicted that this acceptability may be affected by the following four fac-
tors: whether the wh-word was subject versus object, whether it was animate
versus inanimate, whether it was discourse-linked and whether the com-
plementizer that was present. In (12), we illustrate what test sentences are
needed to examine how discourse-linking (which X) affects gaps or resump-
tive pronouns. But, first, let us explain gaps and resumptives. A wh-word is
semantically linked to the constituent it questions. In (12a, ¢), who is asking
about the object of ke (Jane likes some person; who is it?). When who
moves to the top of the structure, it leaves a gap in the object position of
the embedded clause, as in (12¢). Some languages like Arabic, but crucially
not English, fill that position with a pronoun, called resumptive pronoun.
That is why (12a) is unacceptable.

12 a. *Who do you think that Jane likes him?

b. *Which student do you think that Jane likes him?
c.  Who do you think that Jane likes ____?

d. Which student do you think that Jane likes __?

Now, we would like to know whether a wh-word linked to some previous
discourse (which X?) aftects resumption. If we start by comparing (12a) and
(12b) and we find that (12b) is the more acceptable of the two, can we claim
that d-linking makes sentences with resumptives less unacceptable? Not
really. We also need to examine (12c¢) and (12d). The difference between
(12a) and (12b) may be smaller, equal to or larger than the difference
between (12¢) and (12d). This will tell us whether d-linking improves only
wh-movement sentences with resumptives or all wh-movement sentences.
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The four sentences in (12) form a factorial design with two factors: wh-type
with two levels [+d-linking] and resumption with two levels [+resumptive
pronoun]. A factorial design is the best way to isolate the effect of each
factor and their interaction.

5.3.4 Conditions

Factorial designs cannot be implemented with single test sentences.
Researchers have to create experimental conditions, containing at least
five or six, but ideally eight, lexicalizations of the exact same construction
(cf. Section 3.3.2). For instance, all four examples in (12) should become
separate conditions in a test design. Conditions with different lexicalizations
are crucial because the choice of words may affect the acceptability of the
test sentences or their plausibility or both. It could also be the case that indi-
vidual participants might have lexical gaps. But lexical choice is not the only
factor that affects acceptability. There might even be factors that we do not
know about. For that reason, experiments typically involve multiple items
instantiating the same structure. In this way, unsystematic influences cancel
cach other out and judgments center on a “true” value for the correspond-
ing structure.

Let us look at an extended example from a recent study, Tang, Fioren-
tino and Gabriele (2023). Following Choi, Ionin and Zhu (2018), the re-
searchers investigated whether L2 learners rely on transfer from their native
language or the universal semantic distinction of atomicity or both, in the
acquisition of the count/mass distinction. They examined LI1-French and
L1-Chinese learners of English. Atomicity refers to whether a noun con-
tains “atoms,” or minimal elements, that retain the property of the noun,
such as furniture, whose components are also pieces of furniture. The de-
sign involved the following factors, hence, conditions: count versus mass
nouns, atomic versus non-atomic mass nouns and concrete versus abstract
nouns. Since atomicity is relevant only among mass nouns but abstractness
cuts across all nouns, there are six conditions as in (13):

13 Conditions in Tang et al. (2023)
a. Count concrete
b. Count abstract
¢. Mass atomic concrete
d. Mass atomic abstract
e. Mass non-atomic concrete
f. Mass non-atomic abstract

Furthermore, the test should comprise acceptable and unacceptable
sentences in equal proportion. Tang et al. included six acceptable and six
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unacceptable test items in each condition. To illustrate different lexicaliza-
tions (wording), we reproduce their test items from the mass atomic con-
crete condition (13c¢). Note that, in all test items, the quantifiers a lot of'and
more pointed to more than an atom being included in the mass noun.

14 Acceptable items
a. I dumped a lot of mail into the trash when I was cleaning up.
b. Mary brought a lot of luggage on her trip to Europe.
c. The police chief purchased more equipment for officers in the
community.
d. Alicia carried a lot of cash when she traveled.
Lauren bought more furniture for her new house.
f. The soldier packed a lot of clothing before his departure.

o

15 Unacceptable items

a. The child saw more lightnings last night than ever before.

b. Peggy bought a lot of underwears at the department store.

c. The company proposed a lot of infrastructures as a solution to the

problem.

d. The singer wore more jewelries than his dancers at the concert.
Pam gave a lot of stationeries to the kids at school.
f. The analyst needed more softwares for the new computer.

g

The carrier sentences for the all-important nouns contain relatively sim-
ple words. All target items were also examined for frequency, and lexical
frequency was a factor in all statistical analyses. One limitation that the
researchers acknowledge is that the target nouns in the acceptable sen-
tences (14) and in the unacceptable sentences (15) were not the same.
Since it is almost impossible to match mass and count nouns for frequency,
cumulative frequency per condition may be added up. For example, the tar-
getitems in (14) should have approximately the same cumulative frequency
as those in (15).

This factorial design yielded 72 test sentences. They were mixed with 72
filler items of the same length and complexity, testing subject—verb agree-
ment, for a total of 144 test items.

Depending on participant variables and with the addition of more fillers
or distractors (see below), such a test may be considered too long. If test
fatigue sets in, participants may start choosing responses at random. A solu-
tion could be to divide the items into lists so that participants see only part
of the test items. Contemporary survey software can randomize items for
each presentation so that researchers should only worry about how to split
their test items. In the Tang et al. design, one possibility is to split the items
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into two within each condition. In other words, the top three items in (14)
go into List 1 and the bottom three go into List 2 and so on. Alternatively,
items in (14) and (15) can go into different lists. This decision ultimately
depends on the research questions and design. Whatever the decision, lists
should maintain an equal number of acceptable and unacceptable items as
much as possible.

5.3.5 Fillers

As we saw in the extended example in the previous subsection, at least as
many fillers as test items are needed in an AJT. In some psycholinguistic
experiments, the ratio of test items to fillers is 1:3. Why do we need fillers?
Their first function is to distract the participants from guessing the prop-
erty under investigation. If participants figure out what is being tested, it is
more likely that they would utilize some prescriptive or instructed rules or
response strategies, which we want to avoid. Second, we may want to check
the participants’ accuracy on the fillers to see whether they have been pay-
ing attention. If L2 learners are accurate on fillers but less accurate on some
test conditions, that is an indication of noteworthy difficulty. Furthermore,
researchers may decide to use the fillers to test a completely different prop-
erty, which would maximize their time and effort. Fillers can also be used
to even out the overall balance of acceptable to unacceptable items in the
whole of the test.

5.4 Extended example and summary

Acceptability judgment tasks remain a powerful tool in the GenSLA meth-
odology arsenal. An AJT involves explicitly asking speakers of a language
to “judge” or “evaluate” whether a particular string of words is a possible
utterance in the language under investigation. If done right, they provide
insights into a speaker’s mental grammar that no other task can provide. As
language is a mapping of form and meaning, test sentences in an AJT rely
on a commonly held interpretation but interpretation is not what is being
tested. While most of the time AJT sentences are presented in isolation,
there are times when context is needed for better comprehension and easier
processing. One such case is discussed in Case Study Box 5.2.

This chapter will help the novice applied linguist to understand some of
the intricacies of this most important of GenSLA tasks. Carefully consider-
ing presentation and response types, as well as instructions, the factorial
design, conditions with different lexicalizations, fillers, etc. will make for a
successful and publishable design. It is a good idea to do power analysis be-
fore starting, to establish the sample size needed for the experiment. While
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Case Study Box 5.2: Leal Mendez and Slabakova (2014)

In this box, we present a partial replication study of Tsimpli and Dimitrako-
poulou (2007) by Leal Méndez and Slabakova (2014). In examples (12a—d),
we offered a taste of the test items used by Tsimpli and Dimitrakopoulou
(henceforth T&D). We focus on the AJT methodology here, not on the
theoretical research questions. The T&D main task was a bimodal (aural
and written), paced acceptability judgment task using a Likert scale with
units ranging from -2 to +2. The variables investigated in the experimental
design included subject versus object interrogatives, animate versus inani-
mate wh-words, d-linked versus non-d-linked wh-words and the presence
or absence of complementizer that. Fifty-one sentences as in (12) were
evaluated, consisting of 30 test items and 21 fillers. In calculating the re-
sults, the researchers conflated the +1 and +2 answers into an “accept”
category, —1 and -2 into a “reject” category and disregarded zero answers.
Intermediate learners were about 62% accurate in rejecting unacceptable
resumptive pronouns, while advanced learners showed a mean of 74%
on correct rejections; both groups were even more accurate in correct
acceptance.

Leal Mendez and Slabakova (LM&S) argued that T&D’s results may be mis-
leadingly low, on methodological grounds. Furthermore, they divided their
research participants into those individuals who liked resumptives in their na-
tive Spanish and those who did not accept resumptives, adding another vari-
able to the research design. Next, all T&D’s test materials were administered
embedded under a context. According to LM&S, the original sentences were
long and hard to understand without context. Therefore, the researchers
added context to each test sentence, arguing that context facilitates compre-
hension and parsing. See an example in (j).

(i) Gabriel and Maria were chatting at the Java House. Maria said that
Peter liked that new book Going Rogue so much that he memorized every
word. Gabriel corrected her and said that Going Wild was the book Peter had
read so carefully. To resolve the argument, Maria called Peter’s best friend
Vladimir and asked him:

Which book do you remember that Peter read (it)
carefully?

Each context and question were delivered bi-modally through (a) written
text on a computer screen and (b) audio recordings by a native speaker of
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English. Learners were given unlimited time to mark their judgments. A Lik-
ert scale with units between 1 (rejection) and 4 (acceptance) with a separate
“I don’t know” option was used.

LM&S’s results point to context increasing all learners’ accuracy in
evaluating the acceptability of long-distance wh-movement test items.
Intermediate learners’ accuracy ranged between 65% and 70%. In addition,
it was established that advanced learners of English who liked resumptives
in Spanish were on average 10% more likely to accept ungrammatical
resumptives in English. In other words, some advanced learners were prone
to transferring their (processing) tolerance to resumptives from their native
language. However, the overall accuracy of advanced learners hovered around
90%. The variables of wh-word grammatical function (subject versus object),
animacy, d-linking and presence of complementizer that did not have a signifi-
cant influence on the judgments.

we do not discuss this analysis here, there are numerous online calculators
that are quite accessible.? In the end, experimental results such as the ones
we presented above, including their statistical treatment yielding effects of
different sizes, exist to be interpreted by researchers. The results interpreta-
tion leads to theoretical claims and models of development. For example,
the two studies we discussed in Box 5.2 come to different theoretical con-
clusions. T&D argue that their findings point to an impairment in adult
L2 grammars, while LM&S conclude that their learners are successful in
acquiring the new property of the L2 grammar. This choice may boil down
to whether learners’ judgments are compared with native speakers’ judg-
ments or whether learner grammar is considered an interlanguage system
in its own right.

5.5 Discussion questions

1 Consider the test sentence John always drinks his coffee black as a part
of an experiment checking knowledge of subject-verb agreement in
the present tense. What is its unacceptable equivalent? Create six more
lexicalizations (test sentences) for this condition. Would you include an
adverb such as a/ways in all of them? Why or why not?

2 Imagine that you wanted to examine knowledge of restrictive relative
clauses in English in the interlanguage of Mandarin native speakers. Here
is an example of a restrictive relative clause: This is the girl (that/who) 1
will marry. What conditions would you include in such an experiment
and why?
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3 Explain in your own words the point made in the conclusion: that
researchers may disagree in the interpretation of similar results. What is
the basis of such possible disagreement?

Notes

1 Several studies have directly compared the various judgment tasks. For example,
Bader and Haiissler (2010) compared ME and YN tasks for several sentence
types in German and found that both tasks detected differences between the
conditions.

2 Free online sample size and power calculators can be found at https: //sample-
size.net/, among many other.
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6

INTERPRETATION TASKS

6.1 What are interpretation tasks?

Interpretation tasks lie at the heart of the GenSLA endeavor, since this
framework is especially interested in the form-meaning connection and
how forms (lexical items, functional morphemes, phrases and sentences)
are interpreted in individual utterances and in discourse. For instance, do
learners interpret the progressive tense in English (e.g., Sheila is eating a
sandwich) as reflecting an action unfolding at the moment of speaking?
Unlike many other second language acquisition research frameworks, how-
ever, GenSLA is also interested in learner interpretations of the “void”: how
do learners acquire and interpret meanings that are not expressed by an
overtly pronounced or spelled form? For example, Mandarin and Italian,
among many other languages, allow null pronouns in embedded clauses
as in example (1), where pro stands for a silent morpheme (see Chapters 1
and 4). But how do we know who crosses the street, the old woman or the
girl, when the embedded subject is not pronounced? And is there a differ-
ence in interpretation when the embedded subject is /g7 ‘she’?

1 L’anziana signora saluta la ragazza quando lei/pro attraversa la strada
the old woman greets the girl when she/@ crosses the street
“The old woman greets the girl when she crosses the street.

(example 10b in Tsimpli, Sorace, Heycock and Filiaci 2004)

These are precisely the types of questions that we want to answer with
interpretation tasks. To start with, let’s take some obvious assumptions out
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of the way. In interpretation tasks, the phrases or sentences being evalu-
ated are always grammatical utterances, as in the examples above. What we
want to find out is whether the utterances fit in a specific given context
and whether one of a few possible interpretations is the correct one. In the
case of ambiguous sentences as in (1), we may also seek to establish inter-
pretation preferences: which of two interpretations is chosen more often.
Potentially, we could approach the task in two ways: we can either provide
a context and see if participants consider the test sentence to be a good
description (or a good continuation) of the context or provide the test sen-
tence and offer a few interpretations, forcing participants to choose among,
them. Truth-Value Judgment Tasks (TV]JTs) and Acceptability Judgment
in Context Tasks belong to the first category; Interpretation Choice and
Picture Selection Tasks belong to the second category. In this chapter, we
discuss their advantages and pitfalls.

6.2 The Truth-Value Judgment Task

The TVJT (Crain & McKee 1985; Gordon 1996; Crain & Thornton
1998) tests a speaker’s ability to evaluate interpretations of test sentences in
controlled contexts/scenarios. The participant must decide whether a test
statement is True or False as a description of a particular situation. Crain
and Thornton (2000) posit a number of essential requirements of this
task so that it is methodologically rigorous and its results are dependable.
One requirement is that the story renders an otherwise grammatical sen-
tence unacceptable. Conservatively, only responses to stimuli expecting the
answer False are considered to be truly informative of participants’ under-
lying grammatical competence. Another requirement is the Condition of
Plausible Dissent (Crain & Thornton 1998). This condition is satisfied if
the grammatically inaccessible reading has been under consideration and
is a genuine potential outcome of the story that almost comes to pass but,
in the end, does not.! This requirement ensures that the decision in the
TVJT is taken on the basis of grammar, rather than on the pragmatics of
the story.

The TVJT is often modified when used in GenSLA. A story is sup-
plied to establish a clear and unambiguous context. Sometimes the context
can appear in the native language of the learners, if the research targets
lower-level proficiency learners. A test sentence in the target language
appears written below the story. Learners are asked to judge whether the
test sentence is appropriate or fits (describes) the story well. Participants
answer with Yes or No, True or False. In the case when a test sentence
is ambiguous, the story supplies only one of its two available interpreta-
tions. In such a case, the same sentence appears under another story as well,
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supporting its second interpretation. Typically, stories and test sentences are
squared in a 2 x 2 design, giving a quadruple of story—test sentence combi-
nations, as illustrated below:

In the typical TVJT design, test sentences 1 and 2 are almost identical
except for a crucial grammatical difference, as will be exemplified below
from the experimental study reported in Slabakova (2003). The experiment
investigates whether speakers of English know that a bare infinitive in a per-
ceptual report sentence (e.g., I saw bim eat a cake) must refer to a complete
event, while the gerund (e.g., I saw him eating o cake) reters only to the
process and need not refer to a complete event. Each story—sentence pairing
is judged on its own in a different part of the test instrument, but we present
them together next, for case of observation.

2 Matt had an enormous appetite. He was one of those people who could
eat a whole cake at one sitting. But these days he is much more careful
what he eats. For example, yesterday he bought a chocolate and vanilla
ice cream cake, but ate only half of it after dinner. I know, because I was
there with him.

1 observed Matt eat o cake. True False
1 observed Matt eating a cake. True False

3 Alicia is a thin person, but she has an astounding capacity for eating big
quantities of food. Once when I was at her house, she took a whole ice
cream cake out of the freezer and ate it all. I almost got sick, just watch-
ing her.

I watched Alicia eat o cake. True False
1 watched Alicin eating a cake. True False

In example (2), corresponding to Meaning 1 in Table 6.1, an unfinished
event is presented (the cake in the story was half-eaten). Consequently, only
the sentence with the gerund eating describes it correctly; the sentence
with the bare infinitive eat should be rejected as False. In example (3), the
story describes a complete event (Meaning 2), so both the test sentence

TABLE 6.1 Story—test sentence combinations in a TV]T

Meaning 1 Meaning 2

Test sentence 1 NOT available Available
Test sentence 2 Available Available
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with a bare infinitive and the one with a gerund are True. Note that all
the test sentences are grammatical under some interpretation in the target
language. As per Crain and Thornton’s requirement, the False answers are
the most informative because learners have to reject a possible interpreta-
tion of the test sentence, which just happens not to be True in this context.
Furthermore, the test sentences differ only in one word, so that, if responses
differ, lexical difficulties may be excluded. The TV]JT’s main advantage is
that learners do not access metalinguistic knowledge that they may have
acquired through language instruction, but rather engage in active compre-
hension and reveal their true linguistic competence.

Versions of this task can include context presented in pictures, as for
instance in Gabriele (2009). The researcher examined the interpretation of
several different aspectual tenses in two learning directions: learners of L2
Japanese and L2 English whose native language is English and Japanese,
respectively. An example includes the progressive tense with an achievement
verb as in (4):

4 The plane is arriving at the airport.

Achievement verbs present a change of state that is momentary. In English,
the achievement verb arrive in (4) presents the action just before the state
of arrival.

In Japanese, however, the imperfective marker te-i7# combined with
an achievement verb has a result interpretation, so the Japanese equiva-
lent of (4) means that the plane has already arrived and is at the airport.
A time-stamped sequence of two pictures accompanied by audio narra-
tion was shown for each trial; the test sentence appeared on the computer
screen after the story had been presented. In the case of example (4), the
complete-event story made it clear that the plane was already at the airport,
while the incomplete-event story indicated that the plane was still in the air.
The English sentence in (4) is unacceptable with the complete story, but
acceptable with the incomplete story. For the Japanese equivalent of (4),
the judgments are reversed.

What kind of answer choices are appropriate for a TV]JT? As the name
suggests, two categorical options are the logical choice. Dichotomous scales
use Yes—No, True—False or Agree—Disagree responses. This is because, in
logic, a proposition cannot be “somewhat true.” However, some research-
ers have deviated from this choice. Instead of using True and False answers,
Gabriele (2009) opted for a Likert scale with 5 option choices, from 1
standing for “I definitely cannot say this sentence in the context of the
story” to 5, “I definitely can say this sentence in the context of the story.”
Likert scales are not common with TV]Ts, because their answer options are
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not evenly spaced to represent equal intervals between neighboring data
points as in an interval scale (see Chapter 5).

In summary, TV]Ts are the instrument of choice for researchers who
explore sentence interpretations in context. They have been widely used
in GenSLA to investigate aspectual tense interpretations (Gabriele 2009;
Montrul & Slabakova 2003), scope judgments (Griiter, Lieberman &
Gualmini 2010) and anaphor binding (Finer & Broselow 1986). Case Study
Box 6.1 presents yet another example of a TVJT as well as a comparison
with an Acceptability Judgment Task (AJT) with context (see Section 6.3).

Case Study Box 6.1: lonin, Montrul and Crivos (2013)

Research question: In English, bare plural nouns are interpreted as generic
(e.g., Tigers eat meat), while for a specific reading, the definite article is used
(e.g., The tigers eat carrots). In Spanish, on the other hand, definite plural
nouns can be generic (e.g., Los tigres comen carne) but also have a specific
reading. Can adult learners acquire the different morphological expressions
of genericity and specificity in Spanish and English plural nouns? What is the
greatest learning challenge?

Study 1

Task: TV|T, participants read short stories about two unusual representa-
tives of various animal species: tigers who are vegetarian, birds who live in
caves, zebras who have spots and so on. Each story was accompanied by a
picture of the unusual animal. Participants then had to judge the target sen-
tence as True or False in the context of the story and picture.

Sample test story: English study 1

Everyone knows that a zebra always has stripes. But not in our zoo! Our
zoo has two zebras, and they are really unusual: they have spots instead of
stripes! That’s really strange.

a Zebras have stripes. TRUE
b The zebras have spots. TRUE
¢ These zebras have stripes. FALSE

Stimuli: 8 stories and test sentences as above, 8 fillers (Spanish options were
slightly different)
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Participants: 40 L1-Spanish learners of L2-English and 19 native English
controls; 43 L1-English learners of L2-Spanish and 17 native Spanish controls

Study 2

Task: AJT, participants read a paragraph-long context followed by five dif-
ferent test sentences. They then had to evaluate the acceptability of each
test sentence in the context of the preceding story, using a scale from 1
(unacceptable) to 4 (acceptable). The instructions specifically stated that two
or more sentences could receive the same rating; that is, responses did not
need to be ranked.
Sample test story: English study 2

It’s my niece’s birthday this Saturday—she is going to be three years old.
I’'m not sure what to get her. Maybe I'll just get her some toy, like a stuffed
dog or bear. | can’t go wrong with that. We all know that...

a Toy animals are good children’s gifts. 1 2 3 4
b The toy animals are good children’s gifts. 1 2 3 4
Stimuli: 20 stories each with 5 test sentences as the ones above, 20 fillers
(Spanish options were slightly different)

Participants: 32 L1-Spanish learners of L2-English and 22 native English con-
trols; 31 L1-English learners of L2-Spanish and 16 native Spanish controls
Results: Both L1 transfer as well as successful acquisition were attested. Un-
grammatical forms (bare plurals in Spanish) were easily rejected. Learning the
morphological expression of genericity in the L2 was more challenging. The
differences between native Spanish speakers and L2 Spanish learners were a
matter of preference rather than absolute judgment: Native speakers pre-
ferred the generic interpretation while lower-proficiency learners preferred
the specific interpretation. Finally, learners were more accurate on the AJT

than on the TVJT, perhaps because of its more explicit nature.

6.3 Acceptability judgment in context

AJT with context are quite similar to TV]Ts but do not have to obey Crain
and Thornton’s (1998) strict requirements. The direction of interpreta-
tion is still the same: the context is established first and the test sentence is
judged subsequently. The context could be presented either in a story or
by pictures.
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Let us consider the task used in Marsden (2009), a study of scope inter-
pretation. We will simplify the learning task here for the sake of highlighting
the method. The English sentence in (5) is ambiguous:

5 Someone stroked every cat.

It could mean that there is one person, X, who stroked every cat Y (many Ys)
involved in the discourse situation. Let us call this Meaning 1. It could
also mean that for every cat Y in the discourse (many Ys), there is some
person or other X who stroked it (many Xs). This would be Meaning 2.
In Korean and Japanese, the neutral word order is Subject—Object—Verb
(SOV), and it only allows the first interpretation, Meaning 1 (Figure 6.1).
(The second interpretation, Meaning 2, is expressed by another word
order.) Marsden investigated whether Korean-native and English-native
learners of L2 Japanese could acquire the lack of the second interpretation
with neutral SOV sentences. Note that English-native speakers allow that
interpretation in their native language but have to pre-empt (unlearn) it in
their L2 Japanese. Participants viewed a picture establishing the context for
ten seconds on a projection screen. The test sentence was then presented
in a written and aural mode. The researcher explains the motivation of her
choice like this:

FIGURE 6.1 Dicture representing Meaning 1 (one person stroking every cat),
reproduced with permission from Marsden (2009).
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Presenting the picture (that is to say, the interpretation) before the
sentence was intended to reduce the possibility of participants determin-
ing their own interpretation of each sentence, then rejecting any picture
sentence pairings—possible or not—that did not match their precon-
ceived idea.

(Marsden 2009: 144-145)

If L2 Japanese learners had acquired the lack of the distributed meaning
in SOV sentences, they would reject Meaning 2 given in the picture in
Figure 6.2.

A different AJT methodology is provided by Ivanov (2012), a study of
L2 Bulgarian that probed whether learners had acquired the pragmatic
function of clitic-doubling (see also Slabakova, Kempchinsky & Rothman
2012, on clitics in L2 Spanish). The general context was provided in the
native language of the learners, English, in order to secure better com-
prehension. The immediate context was a question establishing a Topic
(for example, someone already mentioned in the question). Four answer
options in Bulgarian appeared below the question and differed along two
dimensions: Topic fronting and clitic-doubling. Note that in all other
respects, the answer options are similar. Topics have to be clitic-doubled,
in this case by go ‘him’, the third-person singular masculine clitic, no mat-
ter whether they are fronted as in (6a) and (6¢) or not (6b) and (6d).
Participants were instructed to rate each answer option separately, on a scale
from 1 to 5, for its acceptability in the context of the question.

FIGURE 6.2 Picture representing Meaning 2 (every cat being stroked by a dif-
ferent person), represented with permission from Marsden (2009).
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6 Q: Has anybody seen Ivan today?
A: Ivan go vidjah tazi sutvin. Acceptable
Ivan him-cl saw-1sg this morning
‘I saw Ivan in the morning.

B: Tazi sutrin go vidjah Ivan. Acceptable
C: Ivan vidjah tazi sutrin. Unacceptable
D: Tazi sutrin vidjah Ivan. Unacceptable

All four answer options are grammatical on their own, but since the object
Ivan is already mentioned, hence Topic, the clitic-doubling is obligatory.
When objects are not clitic-doubled, as in (6¢) and (6d), they are not treated
as Topics and the word order sounds confusing. Thus, this AJT truly tests
acceptability in the discourse context, not grammaticality.

Let us consider the methodological choice here. Presenting all four tar-
get answer types side by side after each story and question cuts down on
the length of the test, which is an advantage. At the same time, participants’
attention is drawn to the target manipulation, since they can compare across
the options given and focus on form. The latter is a potential disadvantage,
especially if the grammatical phenomenon under investigation is explicitly
taught. These considerations have to be carefully weighed in the design,
keeping in mind that no design is absolutely perfect but some advantages
are more important than others.

A final note on AJTs in context. The careful reader may remember that
in Case Study Box 5.2, we exemplified one such task. How does that task
differ from the ones discussed in this section? And why would we classify the
latter as interpretation tasks? The careful reader would be correct in assum-
ing that the difference is subtle. The context illustrated in Box 5.2 provides
an explicit situation, in which the long and complex to process test sentence
may be applied. Context is added to aid processing. Note, however, that the
acceptability judgment does not depend on the context; it depends on the
participant’s grammar. The opposite is true in (6), where the introductory
question mentioning a person’s name creates a Topic context for the sub-
sequent answers. In other words, without Topic context, the judgments of
the test answers would have been quite different. Therefore, we can classify
(6) as an interpretation task, evaluating how a test sentence fits a context.

6.4 Picture Matching Task

In the Picture Matching Task (PMT), learners interpret a target sentence
based on word order or functional morphology, that is, grammatical infor-
mation. The learner’s task is to match the sentence to the correct picture.
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Learners typically have to choose from two pictures representing two differ-
ent interpretations of the target sentence (Montrul 2000). In some studies
(Papadopoulou et al. 2011; Shimanskaya & Slabakova 2017), four pictures
are presented to participants, two of which capture the crucial grammatical
choice and the other two are distractors. Let us illustrate this task with an
example from VanPatten and Cadierno (1993).

7 a. Elsenorla sigue
the man her follow
“The man follows her’
b. Lasigue el senor
her follow the man
“The man follows her.

As Spanish has some flexibility in subject placement, both sentences in (7a)
and (7b) reflect exactly the same proposition, a man following a woman.
However, English-native learners of Spanish often interpret (7b) to mean
“She follows the man,” since the feminine pronoun is in the subject position
most frequent in English. In one task by VanPatten and Cadierno (1993),
research participants were asked to match each sentence they heard with
one of two pictures simultaneously presented on an overhead projector. The
two pictures represented the same action, the difference between them being
who the agent and the affected entity were. For example, in the case of (7b),
participants had to choose between a picture of a woman following a man
and a picture of a man following a woman. As the reader can appreciate, this
design is almost diametrically opposed to the one in Marsden (2009), where
the picture is presented before the target sentence. When choosing which
design to use, researchers should carefully consider both the grammatical
properties as well as the implicit or explicit nature of the linguistic knowl-
edge. Including at least an equal number of distractors as target items is a way
to mitigate against explicit, non-internalized information about the form.

It is interesting to compare the two interpretation tasks we discussed
above to check which one, a TV]JT or a PMT, better detects the interlan-
guage competence of the learners. White et al. (1997), investigating the
interpretation of reflexives in French-English and Japanese-English inter-
language, did just that.

Consider the ambiguous sentence in (8).

8 Mary. showed Susan. a portrait of herself ..
i ] i/j

If we have to find out whether learners interpret hberself to refer to Mary
or to Susan, or possibly to either one, we can test their interpretation with
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a PMT. Participants would be offered a picture in which Mary is showing
Susan a prominent portrait of Susan and a sentence underneath it like the
one in (8) without the indexes. Participants have to indicate whether what
is going on in the picture matches the sentence. If the learners allow Susan,
the object of the sentence and the reflexive to co-refer, they will answer
positively. The same sentence will appear under another picture (not side by
side but at another location in the test), this time of Mary showing Susan
a portrait of Mary, to check whether learners allow binding to the subject.
It has been noticed (see White et al. 1997: 148 for discussion) that the
PMT reflects, for the most part, the linguistic preferences of the learners.
In the case of (8), for example, learners prefer to interpret the reflexive as
co-referring with the subject and not the object. This does not mean that
the other interpretation is missing from their grammar, but it does mean
that experimental results capturing this preference actually underestimate
the learners’ competence.

To prove that, White et al. (1997) used both a PMT and a TVJT with
the same learners. Recall that in the latter task, an explicit interpretation and
a target sentence are evaluated on a True or False basis. Results showed that
both native speakers and L2 learners were significantly more consistent in
accepting a local object (Susan in (8)) as a reflexive antecedent in the TV]T,
compared to the PMT. Since the two tasks are arguably tapping the same
linguistic competence, it is clear that the TVJT better deals with licit but dis-
preferred interpretations of ambiguous sentences, disposing of preferences to
a larger degree. However, when we are not dealing with interpretive prefer-
ences, the PMT is appropriate and very useful for its clarity (see the success-
ful application of this task by Hirakawa 1999; Inagaki 2001; Montrul 2000;
White et al. 1999).

6.5 Interpretation choice task

Just as in a PMT, sometimes researchers present learners with overt explicit
meanings to choose from. This is only advisable when meaning choices
are difficult to represent in pictures. This type of interpretation task has
been used by Kanno (1997), Giirel (2006) and Slabakova (2005). After
the target sentence, two (or more) interpretations are spelled out, as the
example in (9) from Kanno (1997: 269) illustrates. In this case, the instruc-
tions made clear that participants were allowed to choose both (a) and
(b) as possible answers, if this seemed appropriate. Note also that in the
Japanese sentence, the embedded subject is null, a pro, and it refers to the
main clause subject dare ‘who’; in English null subjects are not acceptable
in embedded clauses.
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9 Dare-ga [ pro kuruma-o katta to] itta no?
who-NOM car-ACC bought that said Q
‘Who, said (he,) bought a car?’

a. the same person as dare
b. another person

This task may be less effective than a TV]JT and a PMT, because learn-
ers may find it more difficult to externalize how they interpret a particular
structure. In a way, this task expects them to think about the meaning of
the test sentence and then choose from a couple of provided interpretations,
while the TVJT allows them to focus on the story context and then judge
the test sentence in a more natural way, abstracting away from its gram-
matical form. However, Giirel (2006) used this task in conjunction with a
TVJT to find out whether her learners allowed pronominal elements to be
ambiguous, and her findings on the two tasks were similar, suggesting that
her learners were able to overcome the problem mentioned above.

6.6 Sentence conjunction task

Another way of tapping interpretive judgments is through a sentence con-
junction judgment task (SCT). In this task, the participants are asked to
decide whether the two clauses in a complex sentence, or two sentences,
go well together or not. In a sense, the first clause represents a context for
the second clause. Take the sentences in (10) from Slabakova (2001) as an
example.

10 a. Allison worked in a bakery and made cakes.
b. Allison worked in a bakery and made a cake.

What is being evaluated is the felicity of combination of the first and the
second clause. The two clauses in (10a) are a good fit because they represent
two habitual activities, while the pairing in (10b) is less felicitous because a
habitual and a one-time event are combined.

Duffield and Matsuo (2009) and Duffield, Matsuo and Roberts (2009)
used this task to evaluate the interpretation of VP ellipsis. This is a con-
struction in which a meaningful verbal phrase is substituted with an auxil-
iary verb, because it is mentioned before and should not be repeated. For
instance, a sentence such as Tom told wus that Sally did is perfectly gram-
matical, but not interpretable without preceding context, from where the
content of the elided VP can be recovered. To test L2 English learners’
sensitivity to the properties of VP ellipsis, Duffield and Matsuo (2009) pre-
sented participants with sentence pairs such as those in (11), where the first
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sentence provides the antecedent for the elided VP in the second sentence.
Participants had to judge whether the second sentence was acceptable as a
continuation of the first.

11 a. Someone took the wood out to the shed last night. Tom told us that
Sally did.

b. The wood was taken out to the shed last night. Tom told us that
Sally did.

Under various testing conditions (timed judgments, scale versus categorical
judgments, reaction times), (11b) with a passive antecedent for the elided
VP was revealed to be less acceptable than (11a), hence it took longer to
interpret.

In Duffield et al’s study, the TVJT is not readily appropriate, as the
elided VP is recoverable from any preceding context and the SCT is suffi-
cient. However, the TV]T is superior to the SCT when considering aspec-
tual meanings as in (10), because the former establishes the context in
a clearer way. On the other hand, an advantage of the SCT is that it is
shorter. In summary, the SCT should be used sparingly in learning situa-
tions that warrant it. It could also be used as part of a battery of interpre-
tation tasks.

6.7 Conclusion

Interpretations and their mapping to morphological and syntactic forms
are at the heart of GenSLA research; therefore, interpretation tasks are
very important and have garnered a lot of methodological attention. Most
interpretation tasks were introduced and used in child language acquisi-
tion first. However, these tasks have been modified for second language
learners by introducing written or combined modes of presentation, a
higher number of test items and more distractors. This is because adult
learners have longer attention spans, and testing time is generally longer.
When developing designs of their own, researchers have to consider care-
fully the two possible directions of interpretation: whether to present the
meaning first (in TV]JT and AJT) or the target item first (in picture match-
ing, interpretation choice and sentence conjunction tasks). The choice is
quite subtle and may come down to the researcher intuition. It is advis-
able to check the literature for the types of interpretation tasks used for
a specific property, whether it is binding, scope, aspect, discourse, etc. In
any event, using a healthy number of test items and distractors remains
imperative.
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6.8 Discussion questions

1

Consider the meaning of definite and indefinite articles in English. If you
want to establish whether L2 learners of English interpret them correctly,
what interpretation task would you use?

In continuation of the question above and considering also the tasks
discussed in Chapter 5, which tasks are you going to use to establish
whether learners use the articles correctly? Note that there may be over-
lap in tasks.

In Chapter 5, we mentioned that the results from an AJT can be inter-
preted differently, depending on the theoretical positions of the research-
ers. Do you think this is also true of interpretation tasks? Why or why not?

Note

1

This requirement is not often obeyed in GenSLA experimental studies, be-
cause it requires very long and detailed stories, which could be too difficult for
L2 learners to understand. For one exception, though, see Slabakova, White and
Brambati Guzzo (2017).

Further reading

Crain, S., & Thornton, R. (2000) Investigations in universal grammar: A guide to

experiments on the acquisition of syntax and semantics. Cambridge: MIT Press.

Schmitt, C., & Miller K. (2010). Using comprehension methods in language

acquisition research. In S. Unsworth, & E. Blom (Eds.), Experimental methods
in language acquisition research (pp. 35-56). Amsterdam: John Benjamins.

Pinto, M., & Zuckerman, S. (2019). Coloring book: A new method for testing lan-

guage comprehension. Behavioral Research Methods, 51(6),2609-2628. https://
doi.org/10.3758 /s13428-018-1114-8
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SPEECH TASKS

7.1 Phonetics and phonology

Perhaps it is appropriate to start off this chapter by reminding the reader
what we are dealing with here. Linguists discuss phonetics and phonol-
ogy separately, although they are closely related. The study of L2 speech
has been informed by research in a number of areas, including phonologi-
cal theory, but also acoustic and articulatory phonetics. Phonetics is the
systematic study of human speech sounds, including their physiological
production and acoustic qualities. It is commonly divided into production
(articulatory), transmission (acoustic) and perception (auditory phonetics).
On the other hand, phonology pays attention to how languages systemati-
cally organize their sounds. Phonology describes the system of contrastive
relations among the speech sounds of a specific language, sounds that con-
stitute fundamental components of that language just as morphemes, words
and phrases do. In addition, phonology organizes segments into prosodic
“chunks” for speech, such as syllables, metrical feet (or stress patterns) and
intonation phrases. Linguists have long known that phonetics and phonol-
ogy are intricately related. For example, much work in L2 speech research
proceeds on the assumption that accurate perception must precede accurate
production (Flege 1995), and the latter is not just an empty imitation of L2
sounds but is based on the interlanguage system of L2 sounds represented
in the mind of the learner up to that point in development.

Let us take some real-life examples using linguistic terminology. It is
well known that Spanish does not distinguish between /b/ and /v/,
pronouncing both as a “bilabial approximant” (or fricative) in most contexts,
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except after a pause or a nasal consonant. In other words, the first sounds
in beber ‘drink’ and vivir ‘live’ sound the same. Linguists would say that
the first sounds of these words are in allophonic variation, such that voiced
obstruents /b, d, g/ are realized as fricatives [f, 9, y] intervocalically but as
stops [b, d, g] elsewhere. Note that this is true even if the two sounds are
distinguished in writing. Of course, /b/ and /v/ are contrastive in English,
or they belong to different phonemes, since they distinguish minimal pairs,
e.g., ban and van. In addition, phonemes may vary across languages with
respect to their physical characteristics; for instance, /b/ in French and in
English do not have the exact same acoustic properties. Nevertheless, they
will be perceived as /b/ sounds in both languages. They are classified as
allophones of the same phoneme, since their pronunciation is predictable
from their position in the syllable.

In this chapter, we will be paying more attention to systematic, phono-
logical knowledge as illustrated in the examples from the previous paragraph.
However, just as in syntactic and morphological investigations, researchers
cannot access knowledge straightforwardly, without assessing performance.
Therefore, phonological contrasts are also implemented phonetically in
both production and perception, and they must be studied through those
two types of performance.

7.2 Research questions and models in second language
phonology

There are some general research questions that the research in this field is
attempting to address. These questions are too wide-ranging to be answered
by one or even several experimental studies, but (the beginning of) an answer
may emerge as a collective endeavor of many scholars. As in other branches of
linguistics, the research questions largely depend on one’s theoretical assump-
tions about how language acquisition proceeds. In the functionalist approach
(e.g., Ellis & Wulft 2018), very broadly speaking, the L.2 /Ln language input
alone drives acquisition. Learners learn from exemplars they encounter and,
after a sufficient number of encounters, create associations between a form
and its meaning in a given context. Within phonology, this type of learning
entails that the phonemic inventory of the L2 (all the phonemic contrasts)
has to be identified on the basis of perceiving contrastive phonetic environ-
ments and deducing which sounds in the language are contrastive.

The second broad approach to language acquisition, and the one adopted
in this book, is the generative, or nativist, approach. Within the realm of
phonology, this approach entails that learners, both children learning their
native language and adults learning an additional language, come to the
task equipped with some innate knowledge. The language faculty contains
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information about all the features that participate in potential phonemic
contrasts (e.g., coronal place of articulation, approximant manner of articu-
lation, vowel space), the possible shapes of syllables and the prosodic system
(e.g., principles underlying stress assignment). This universal information
aids L1 and L2 learners in the acquisition process by giving them an inven-
tory of potentially relevant features for sound classification and principles
of sound combination. In the Optimality Theory constraint-based frame-
work (reference), the constraints or restrictions, with which we evaluate
well-formedness and complexity are universal, but their ranking, or relative
importance, may vary across languages.

The research concerns in phonology, and specifically in generative pho-
nology, echo some of the concerns of the wider field. For example, schol-
ars debate the influence of the native language, linguistic universals, that
is, principles, as well as parameters that describe language variation in a
constrained way (e.g., Archibald 1997, 1998). Crosslinguistic influence, or
transfer, plays out in an interesting way in phonology. While most schol-
ars recognize that L2 sounds are interpreted through the lens of native
sounds, some models consider that influence to have a negative effect. For
instance, the Speech Learning Model (SLM; Flege 1995), the Perceptual
Assimilation Model (Best 1995) and the Native Language Magnet Theory
(Kuhl & Iverson 1995) all describe ways in which the native language may
interfere with the new sounds, modulo linguistic experience and other fac-
tors. The SLM and the Similarity Differential Rate Hypothesis (Major &
Kim 1996) propose that sounds that are dissimilar in the L1 and the L2,
while initially difficult, are acquired faster than similar sounds.

7.3 Global foreign accent

We start this section with the widely shared observation that speakers in
a second or additional language have a “foreign accent,” or they do not
pronounce the L2 /Ln sounds in the same way as the native speakers (NSs)
do. This characteristic of learner speech can affect how well they are being
understood by others (intelligibility). Logically speaking, this difference can
be due to wrong articulation; that is, learners hear the foreign sounds very
well, but they cannot pronounce them that well. Very few scholars give
credence to this possibility. The more prevalent view is that learners do not
entirely accurately hear or distinguish the L2 /Ln phonological or prosodic
properties, which would be a necessary prerequisite for acquiring them.
Thus, perception is a fundamental obstacle in L2 phonological develop-
ment, but some articulatory difficulties may persist as well.

What other variables influence global foreign accent? The single
most robust finding in the literature is that accent correlates with age of
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acquisition (AoA).! The later the learner is exposed to the second language,
the stronger accent they present, even at advanced, stages of acquisition
(e.g., Abrahamsson & Hyltenstam 2009; Flege et al. 2006). This type
of observation would be compatible with the Critical Period Hypothesis
(Johnson & Newport 1989). However, not all scholars are convinced. Ellen
Bialystock, for one, conceptualizes this question as whether AoA causes a
foreign accent or is simply associated with it (Bialystok 1997, 2001).

Global foreign accent experiments typically involve ratings of a num-
ber of free-speech samples from groups of speakers. Phonetically untrained
native judges listen to samples of interspersed learner and native speech;
they are asked to rate the samples on how nativelike they consider them to
be. The degree of nativelikeness is usually assessed on a Likert scale, which
could have between 3 and 10 levels and frequently 5 or 6 (see Jesney 2004
for a review). The reader should notice that the reference point in evaluat-
ing foreign accent is the NS production. Since NS speech varies, a range
of scores is established from the NS samples, and that range comprises the
boundaries of nativelikeness. Some methodological concerns include how
many NS samples to include in the rating task because that proportion has
been found to skew results (Flege & Fletcher 1992). The more NS samples
included, even up to 50%, the more the L2 learner speech stands out. The
consensus is that 10% to 20% NS samples is optimal. The length of each
sample also varies significantly among studies, with 10 to 20 seconds con-
sidered sufficient. Finally, the sample itself may include more formal speech
such as participants reading word lists or casually elicited speech such as a
story retelling or a description task. However, if free-speech samples are
used in a rating task, other factors such as fluency and grammaticality of the
language may intervene in the listeners’ ratings.

A classical study in this literature, Munro and Derwing (1995) asked 18
English NSs to listen to excerpts of unrehearsed English speech produced
by ten Mandarin NSs and two English NSs. The authors established that
most judges displayed significant correlations between the accent ratings
and the number of speech errors in the sample. In a later study, Derwing
and Munro (1997) used 26 raters who listened to accented speech by
Cantonese, Japanese, Polish and Spanish intermediate ESL students. The
consistent conclusion was that accentedness, perceived comprehensibility
and actual intelligibility were correlated, but the raters evaluated accent the
harshest.

A more recent study, Hopp and Schmid (2013), compared the global
accent in German of predominantly monolingual NSs, L1 attriters (peo-
ple who no longer use their native language in a dominant fashion) and
advanced 1.2 learners. The authors asked the German-native raters (n =
140) for a categorical judgment (native sample or not), but also for the



88 Methods typically used in GenSLA

raters’ confidence in their judgment (on a scale of 1-3). While the results
were complex, two findings can be highlighted. First, 37.5% of L2 learners
(13 out of 40) fell within the range of monolingual controls, not a negligi-
ble percentage. Secondly, there was an overlap of 80% among learner and
attriter ratings; in other words, 32 out of 40 learners fell within the range of
the L1 attriters, bilingual individuals who had spoken German since birth.
These results suggest that global foreign accent is not nearly as categorical
as Critical Period proponents might predict. A sizable proportion of bilin-
gual NSs were perceived as non-native, and a sizable proportion of L2 learn-
ers were evaluated as nativelike.

In summary, researchers seek to answer a number of different research
questions by measuring foreign accents. An important issue is clarifying the
relationship between intelligibility and accent at different levels of L2 oral
ability; another goal is associating language experience with a foreign accent.

7.4 Speech production

While the global foreign accent is evaluated on the total impression of learn-
ers producing second language speech, research on production delves into
specific segments, for example, stops, vowels, liquids and suprasegmental
properties such as prosody. The literature on this topic is vast, and we can-
not do justice here to all the diverse research questions investigated; for an
excellent review, see Broselow and Kang (2014).

One research question that falls within the generative agenda is the inter-
play between native language transfer and linguistic universals in produc-
tion. Lado’s (1957) Contrastive Analysis Hypothesis is the starting point
here, predicting that aspects of phonology similar between the L1 and the
L2 will be easy to acquire. That turned out not to be the case, with studies
attesting patterns of behavior not pertaining to either the L1 or the L2,
prompting scholars to look at other explanations. One prominent approach
was to look at markedness (Eckman 1977, 2008), the idea that some sounds
are more basic and typologically more widespread, while others are more
complex and rarer. One example of a markedness universal comes from the
series of stop consonants: voiceless stops /p, t, k/ are found in more lan-
guages than the voiced series /b, d, g/; moreover, if a language does have
voiced stops, it is bound to have voiceless ones as well, but not vice versa.

More recently, within Optimality Theory (OT; Prince & Smolensky
2004), markedness is encoded in a different way. In O] there are two types
of constraints. Faithfulness constraints require that the observed surface
form (the output) match the underlying or lexical form (the input) in some
particular way. Markedness constraints stipulate that less marked structures
are favored. Both types of constraints are present in all languages, hence uni-
versal, but their ranking differs across languages. Furthermore, constraints
may be active or inactive in a language, dialect or even idiolect. Exposure to
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L2 data triggers reranking of constraints to better reflect the new grammar
(e.g., Broselow 2004; Hancin-Bhatt 2000, 2008).

Production data often differs based on the research questions and on elici-
tation methods. As discussed above, if learners are asked to read word lists,
they produce careful speech; if asked to answer a question or to describe
something, they produce extemporaneous speech, which is less formal but
also less controlled, in the sense that researchers might not encounter the fea-
tures they seek to study. To control the production closely, researchers devise
clever ways of elicitation. Take, for example, the method in Hancin-Bhatt
(2000). Thai imposes greater restrictions on what segments can appear in the
coda position of a syllable, compared to English. The researcher investigated
whether Thai learners of English are capable of learning the greater or lesser
restrictiveness, determined by the reranking of the constraints they needed
to produce English-sanctioned codas. She asked Thai learners of English to
produce nonce words with simple codas (e.g., geet, fles, fum) and complex
codas (e.g., nalt, farf, deerm). The target words appeared in sentence pairs
differing in acceptability; participants had to decide which was the correct
sentence. In the examples below, sentence (2) contains a case violation.

1 Mary hopes they are ready to frulm today.
2 Mary hopes them are ready to frulm today.

Participants listened to the sentence pairs and were asked to repeat the sen-
tence they thought was the grammatically correct one. Thus, the judgment
task was actually intended to distract them from paying attention to the
nonce words, whose production was the actual goal of the researcher. A sim-
ilar task from Goad and White (20006) is exemplified in Case Study Box 7.1.

Case Study Box 7.1: Goad and White (2006)

Research question: Goad and White set out to test whether Chinese learn-
ers of English drop English functional morphology, for example, the -ed end-
ing, due to lack of functional category representation in the morphosyntax
or due to prosodic constraints on the pronunciation of verb endings. At issue
is whether the native prosodic structure can be adapted to the new language.
Task: On a computer screen, the beginning of a sentence appeared, setting
up a past or perfective context, as in (a) and (b), respectively.

a. Last night after dinner

— you show me photos of your daughter.
— you showed me photos of your daughter.
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b. My parents can visit me today because

— | have cleaned my apartment.
— | clean my apartment.

Participants had 12 seconds to choose and memorize the ending they con-
sidered appropriate to the context. Once they memorized their choice, they
pressed a button to register their response. They then saw a blank screen
and produced their choice aloud. Their uttered responses were recorded and
transcribed by a trained NS.

Stimuli selection: Based on earlier research and the goals of their experi-
ment, Goad and White used all monosyllabic verbs as stimuli but selected
short-stemmed (with two segments in the rhyme of the syllable, e.g., “wrap”
[r.ap]) and long-stemmed shapes (which have three segments in the rhyme,
e.g., “help” [h.elp]).

Participants: Ten intermediate-level Mandarin-speaking learners of English
and nine native English-speaking controls.

Results: The results were reported as percent correct production of the
inflection marker. Learners were highly accurate, unlike in a previous experi-
ment (Goad & White 2004) where the task was picture description. The au-
thors suggested that the forced choice task with production may have drawn
the learners’ attention to the inflection.

In summary, production tasks within a generative approach probe the
learner’s ability to build mental representations of phonological structure:
segments, syllable structure and prosodic structure. Studies often address
more general research questions such as whether L2 speakers are capable
of creating new mental representations in the second language. Our old
friends: age of acquisition, native language structure and language univer-
sals are at play again, as we have seen in other chapters of this book.

7.5 Speech perception

Phonetic perception involves the selection and integration of multiple
acoustic parameters in order to recognize and categorize separate sounds as
tokens of specific language phonemes. Developmental psychologists such as
Janet Werker (see review in Werker & Tees 1999) have shown that infants
are born with the ability to distinguish all phonetically relevant acoustic
properties of speech sounds, even those sounds that do not belong to their
native language. It is also experimentally established that children lose this
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ability somewhere toward the end of the first year of their life. For exam-
ple, while Hindi- and English-learning six-month-old infants distinguished
Hindi dental vs retroflex initial stop consonants, by 11-12 months of age,
English-learning infants failed to discriminate the same contrast while
Hindi-learning infants continued to perform well (Werker & Tees 1999).
What happens when second and third and additional languages are being
acquired after the first one?

Solving this puzzle depends on research methods addressing perception.
When a researcher wants to establish how target language sounds are per-
ceived, or heard, by a learner, there are two main tasks that they can use:
an identification task or a discrimination task. An identification task gauges
how well a learner can identify or classify L2 sounds. A discrimination
task asks a slightly different question: can the learner distinguish between
two members of an L2 contrast, say the /b/ and /v/ sounds in English?
Remember, this can be a contrast that does not exist in the native language
(e.g., Spanish), so it is not a given that a learner should hear that difference.

7.5.1 Identification tasks

In an identification task, research participants listen to some stimuli, which
could be sounds or syllables or words or sentences, and they have to select a
response on a piece of paper or on a computer screen. If the response choices
are given in the learners’ native language, the task involves matching, or
mapping, what learners hear to the written choices. This matching is based
on the similarity between the L1 and 1.2 sounds; therefore, the task is also
known as a perceptional assimilation task. For example, this task was used in
an experiment with Catalan-speaking learners of English by Cebrian, Mora
and Aliaga-Garcia (2010). The researchers wanted to compare the percep-
tion of ten English vowels (/i1e ® a3 Ao u/) and two diphthongs (/e1/,
/a6 /) of British English, with seven monophthongs (/i e € a9 o u/) and
four diphthongs (/ai/, /ei/, /au/, /ou/) of Eastern Catalan. The vowels
appeared always in the same environment: /b/-Vowel-/t/. As the context
created some nonwords in both languages, the carrier sentences were of
this shape: Réma amb dit ‘It rhymes with ...’ The stimuli were recorded
by a number of NSs residing around London and Barcelona. After hearing
the English stimuli, the learners had to label them according to the Catalan
vowel categories and rate them for goodness of fit on a scale of 1 to 7. Such
a rating task commonly accompanies identification and adds a matching and
evaluation dimension: this native sound is an excellent exemplar/poor exem-
plar of the L2 sound. Some frameworks, such as the Perceptual Assimilation
Model (Best 1995), ascribe formal status to “category-goodness” based
on assimilation behavior and perceptual sensitivity.
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Within the area of prosodic systems, including stress, pitch accent, tone
and intonation, identification tasks aim to discover whether a different type
of prosody registers on hearers. For example, Kijak (2009) investigated
whether learners of L2 Polish from different language backgrounds are sen-
sitive to stress. In Polish, lexical stress falls on the penultimate (last but
one) syllable regardless of the number and quantity (heavy or light) of sylla-
bles. In her perception experiment, Kijak played research participants nonce
words that obeyed phonotactic and stress rules of Polish. In other words,
they could be words newly entered into the language. If participants heard
padima with penultimate stress, their answer sheet gave them the following
options to choose from (the accent mark identifies the stressed syllable)

3 aygddima b ga.dima c gon.di.mai

The study results (correct identification) demonstrated that the perfor-
mance of the Polish L2 learners (see Figure 7.1) was heavily dependent on
their native language, with French and Chinese learners having the most
difficulty. Notice that the Polish NSs are themselves only 65% accurate.
In addition, the effect of proficiency was much less straightforward.

There are several types of information linguists want to extract from this
type of task. First, identification tasks can be used to ascertain the perceptual
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FIGURE 7.1 Percentage correct identification of Polish stress by different groups
of speakers, modified from Kijak’s 2009 figure 1, p. 139.
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similarity of L1 and L2 sounds and prosodic structures, even for begin-
ner learners. Second, and with more advanced learners, identification tasks
can be useful in establishing whether the perception of the L2 sounds and
structures varies as a function of learner experience with that language. The
goodness-of-fit rating can also be used to predict how easy or how difficult
it is going to be for the new sounds to be acquired (as argued, for example,
by the Perceptual Assimilation Model, Best 1995; Best & Tyler 2007). The
goodness-of-fit rating also reveals sensitivity to within-category differences
in an identification task. If participants label two items with the same cat-
egory, this choice might be interpreted as a failure to distinguish between
the items. However, if they attribute different goodness-of-fit judgments
to the items, then researchers can infer that listeners recognize differences
between them.

In identification tasks, as in all other linguistic tasks, the response
options available to the research participants should be carefully considered.
A recent study, Benders, Escudero and Sjerps (2012), showed that per-
ception is influenced by the response categories available to consider. The
number of response options has implications for the statistical analysis of the
data; for example, choosing between two options and among five options is
not equally hard. It is also possible to provide an “other” choice, so that the
participant does not feel forced to choose between options unless that is a
specific feature of the research design.

7.5.2 Discrimination tasks

Another way to gauge perception is through a discrimination task. In this
task, learners are not asked to identify but to compare two or more sounds
presented on a single trial. The task is intuitive in the sense that participants
do not need to explicitly know or name the nature of the similarities or dif-
ferences of the stimuli. A simple version is called the AX task. Sounds from
the target language appear in carrier syllables, words or sentences, and the
participant is asked whether the two stimuli sound the same, AA, or differ-
ent, AB. Let us consider how this task was applied in Brown (1998). The
author wanted to establish whether Japanese and Chinese-native learners of
English perceived the /1/-/r/ contrast, deemed to be difficult for Japanese
speakers. The participants heard a minimal pair of natural English monosyl-
labic words such as 7ip and Zip, spoken by a NS. The sounds under investi-
gation appeared in three different syllable positions: in the onset (/ake and
rake), in a complex onset ( flute and fruit) and in coda position (pail and
pair), six pairs for each position. Word pairs without the /1/-/r/ contrast
(light and night) (n = 7) were included as a means of checking that poor
performance on the task was not due to difficulty with the task itself, as well
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as to distract from the main contrast. More importantly, identical pair foils
also appeared (/ice and lice, rock and rock) (n = 17).

Participants have to perceive there to be a genuine judgment necessary,
with some pairs /ight and night clearly different and others such as night and
night clearly the same.

Those participants who answer Different all the time are exposed as not
paying attention to the task. If participants respond correctly to the foil
items, they show they are making judgments based on fine acoustic cues.
This task can be made more taxing if it is “speeded”; that is, reactions of less
than 500 ms are encouraged and longer decision times are cut off. Another
interesting manipulation is of the inter-stimulus interval (ISI), effectively
the duration of the pause between the A item and the X item. When the ISI
is quite short (250 msec), discrimination is easier and listeners have access
to fine acoustic detail; with long ISIs (1,500 msec) listeners must depend on
phonologically encoded representations to render a judgment.

The AX discrimination task we discussed in the previous paragraph is
considered to be the least taxing to the memory of the participants. As the
listener has to retain an auditory memory of the first word (A) to compare
to the second (X)), stimulus variation, or uncertainty, makes the experimen-
tal task harder (Strange & Shafer 2008). Even in this optimally simple task,
researchers have attested response bias (more false Same answers than false
Different answers), as it is hard to know what each participant considers to
be a relevant difference to discriminate between sounds. Response bias in
this case refers to individual differences in performance that are not based
on the acoustic characteristics of the investigated sounds.?

To minimize response bias, research has introduced more complex
three-way discrimination. The following designs have been used: ABX,
AXB, Oddball and Oddity. In an ABX task, A and B are tokens of different
phonetic categories and X is the same as A or B; after listening to all three
stimuli (retaining auditory traces of them), the listener specifies whether X
= A or X = B. In the AXB variation of this task, again A and B are tokens of
different phonetic categories, and X is the comparison stimulus. Let us take
an example from a study on L2 Arabic, Shehata (2018). In the perception
experiment of this study, 20 monosyllabic Consonant-Vowel-Consonant
Arabic nonwords were used as stimuli. The tokens comprised ten minimal
pairs contrasting the target Arabic phonemes (i.e., /tt/, /d-d/, /6-0/,
/0-0/, /s-s/, /h-h/, /k-q/, /?-$/, /x-y/ and /h-$¢/) in onset position
(e.g., /dak-dazk/). As the stimuli were not real words, the tokens were
quite uniform and no lexical access was involved. Participants heard three
nonwords (A, X and B) and decided whether the second (X) was more simi-
lar to the first (A) or the third (B). Four test items were generated for each
of the ten contrasts, as exemplified below in (4).
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4 AAB /tak/, /tak/, /tak/
ABB /tak/, /tak/, /tak/
BAA /ta:k/, /ta:k/, /tak/
BBA /ta:k/, /tak/, /ta:k/

This design structure resulted in 40 contrasts altogether, each presented
four times in blocks. Test items were randomized per block. Responses were
registered by pressing a computer key. Note that this task is cognitively
more demanding than the AX task, as it has increased memory load as well
as high stimulus uncertainty.

The Oddball task, also known as a Category Change task, takes a leaf
from the playbook of infant speech perception. Experimental tasks with
babies allow the infant to hear a stream of syllables and respond by ecither
looking at a visual stimulus or sucking on a pacifier. When the acoustic
stream changes in some detectable way, babies produce a reaction, for
example, intensified sucking on the pacifier (Eimas, Siqueland, Jusczyk, &
Vigorito 1971). This is how researchers know that the baby distinguishes
the two sounds in their carrier syllable. The Oddball task uses the same
effect, with modifications for adults. L2 learners are exposed to sounds of
one category, the background one. Interspersed with the baseline sounds
are sounds from another, change category. Participants are asked to signal
when they perceive the change. From the point of view of memory load and
stimulus uncertainty, this task is similar to the AX perception task. Versions
of this design are now being used in brain imaging tasks where continuous
stimulus presentation is important, ¢.g., fMRI.

Finally, in an Oddity task, participants hear three stimuli in a row and are
asked to choose which of the three is different, or alternately, that they are
all the same. Daidone (2020) used an Oddity task as one of a battery of tasks
to make sure that her research participants discriminate between the sounds
before she could probe their lexical representation. If the participants heard
[nerra-nera-nerra], they were expected to indicate that the second stimulus
was different. Control and filler items representing other contrasts were also
included. The Oddity task is considered a cognitively more demanding task
in comparison with other perception tasks such as AX or ABX (Strange &
Shafer 2008) and therefore less likely to result in ceiling effects for the easier
contrasts. Another advantage is that the chance level is lower in an Oddity
task (25%) compared to an AX or ABX task (50%). Daidone and Darcy
(2021) used a response schema with three differently colored robots rep-
resenting different answers and an X picture standing for “The sounds are
the same.”

How do researchers report the responses in perception tasks? Accuracy
is one metric, but d’ (d-prime) is considered to be a superior metric. D’ is a
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measure of an individual’s ability to detect signals; more specifically, a meas-
ure of sensitivity or discriminability that factors in response bias by including
relative proportions of “hits,” “misses” and “false alarms” in the equation
(for instance, a tendency to answer Different).

7.5.3 How to create stimuli

The type of stimuli used in speech research can be broadly categorized as
falling in either the natural or the synthetic type, although hybrid stimuli
do exist as well. Naturally produced stimuli are recorded from the natural
speech production of a talker and as such they represent most closely sounds
“in the wild,” without any control of features or parameters. Such stimuli
are used in global accent research, for example, where speech samples are
further evaluated by native listeners. In addition, some discrimination and
identification tasks rely on stimuli produced by NSs. Such speech samples
should be recorded in a sound-attenuated room using the best recording
equipment that is available.

Computer-synthesized, or synthetic, stimuli are constructed from scratch
to test various perceptual or production research questions. A widely used
software application for synthesizing is Praat (created by Paul Boersma and
David Weenink, link). Synthetic stimuli are used when tight control of tem-
poral or spectral parameters of the stimuli is needed, such as when investi-
gating whether vowel duration and formant frequencies affect L2 learners
differently from natives (Flege et al. 1997). A concern with such stimuli is
their ecological validity. They sound quite different from the natural speech
L2 learners are exposed to and so may not be able to represent natural
categories.

When creating stimuli for perception studies, a variable that research-
ers keep in mind is the number of speakers recording the natural stimuli.
The choice of single-talker or multiple-talker designs generally depends on
whether researchers want to tap abstract categorical representations and
side-step consistent acoustic cues present in the speech of a single-talker
or whether they want to assess what listeners are capable of, even with the
added complexities introduced with multiple talkers. Higher variability due
to recording different speakers is likely to be reflected in lower learner accu-
racy, since learners will have to abstract away from more acoustic param-
eters, as compared to one speaker. This is because recorded speakers might
vary in age, education and gender; as a consequence, their speech will be
acoustically diverse. This issue can be mitigated by creating stimulus blocks
where speaker variation is kept to a minimum. However, all stimuli within a
block and all blocks should be randomized across individual participants, to
avoid presentation order effects.
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7.6 Linguistic universals in phonology

As we discussed at the outset of this chapter, generative L2 phonology
argues that not all acquisition is completely dependent on information
learners get from the input signal. A role for language universals is also
postulated. In Case Study Box 7.2, we summarize a study by Ozgelik
and Sprouse (2017), which addresses an innate locality constraint that is
exemplified in non-canonical vowel harmony in L2 Turkish. At issue is
whether learners can take advantage of a universal constraint that is not
supported by classroom instruction and for which evidence in the input
is quite rare.

Case Study Box 7.2: Ozcelik and Sprouse (2017)

Background: Looking at vowel harmony in L2 Turkish, Ozcelik and Sprouse
test a constraint on non-canonical vowel harmony. Vowels in Turkish suffixes
are specified for the feature [+high] only. They receive their full specification
in harmony with the root vowel. Non-canonical vowel harmony involves bor-
rowed and newly coined words where the typical process is disrupted, and
the lateral segment /I/ is pre-specified as clear [I] or dark [1]. An innate local-
ity constraint then ascertains that /l/can trigger vowel harmony on its own.
Research question: The authors set out to investigate the role of Universal
Grammar and, more specifically, the role of this innate phonological principle,
in non-native acquisition. The constraint is not taught and is underrepre-
sented in the input.

Task: Participants were presented with uninflected Turkish nouns or
pseudo-nouns. They were asked to choose the correct variant of the nomi-
nal suffix from among four or two options, depending on whether the suffix
contained a [+high] vowel (four allomorphs) (half of the items) or a [-high]
vowel (two allomorphs) (the other half of the items).

Stimuli selection: The stimuli tested every logically possible combination of
stem vowel + suffix vowel. There were 16 stimuli in each of 16 conditions
(e.g., i—i, o—u, 6-U), of which 8 were experimental (words that ended in /I/)
and 8 were fillers ending in other consonants.

Presentation mode: All uninflected nouns or pseudo-nouns were presented
auditorily. Half of the stimuli (both experimental and filler words) were pre-
sented auditorily only, and participants had to choose the correct suffix from
among choices presented on a computer screen. The other half of the stim-
uli were presented both auditorily and visually; for these items, participants
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were instructed to also read the stimuli, in addition to listening to them,
before choosing the correct option.

Participants: 34 English-native learners of Turkish and a comparison group
of 14 native Turkish speakers.

Results: The results were reported as proportion of participants’ correct
suffix choices, as a dependent variable. The independent variables were mode
of presentation (whether the stimuli were presented only auditorily or or-
thographically as well) and level of proficiency. All learner groups, irrespec-
tive of their level of proficiency, performed more accurately in the “auditory
only” condition, suggesting an effect of orthography in the acquisition pro-
cess. Learners had largely acquired the knowledge that the lateral /I/ can be
a harmony trigger in Turkish, knowledge that could not have come from
instruction, input or L1 transfer.

7.7 Conclusion

As you will have appreciated in this chapter, research tasks investigating
phonology, the system of mental representations of sounds and prosody in
the mind of learners, are quite different from those tasks that probe syn-
tax or semantics. Nevertheless, common research variables include native
language influence and linguistic universals. However, there is also a cru-
cial difference between L2 acquisition of sounds and morphosyntax: the
interplay between phonetics (mastery of articulatory routines) and phonol-
ogy (acquiring features and representations). Phonetics has no counterpart
in morphosyntax, in the sense that learners do not perceive phrases and
sentences based on some surface form, distinct from a deeper representa-
tion. As pointed out cogently by Broselow and Kang (2014), the problem
of separating phonological from phonetic explanations in L2 acquisition is
far from trivial (see also Archibald 2009). It appears that there are distinct
acquisition tasks facing the learner: representations, constraints and opera-
tions like harmony or assimilation being phonological; articulatory settings
and acoustic correlates being phonetic. Acquisition at each level could well
be distinct, if not independent.

7.8 Discussion questions

1 Consider the research design from Goad and White (2006) presented
in Case Study Box 7.1. If the learners in this study, Chinese NSs, were
joined by Dutch NSs, would you expect different results? What other
information would you need to know to answer the question?
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2 What stimuli would you use to test knowledge of English interdental
fricatives [0] and [0] in the interlanguage of German NSs?

3 Explain in your own words how you understand the points made in the
conclusion: (a) that the interplay of phonetics and phonology compli-
cates the interpretation of results obtained from different tasks; and (b)
that there is no counterpart of phonetics in morphosyntax. You may
disagree with claim (b) and indeed find a parallel between phonetics and
some functional morphology acquisition processes. This is an open ques-
tion where arguments for and against a certain position will help you to
understand the fundamentals of acquisition processes.

Notes

1 For some authors, AoA stands for “age of arrival,” since they consider full
immersion in the language to be crucial for immigrant populations (Johnson &
Newport 1989).

2 Experiments also vary in whether “same” trials contain the identical audio file
repeated twice, in which case there is no physical difference whatsoever between
the items and “false alarms” reflect response bias, and two separate recordings of
the same item, in which case false alarms may reflect judgments based on acoustic
cues not relevant to the contrast.
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8

LATENCY-BASED MEASURES

8.1 Latency-based measures

In this chapter, we give an overview of methods that have been used to
investigate sentence processing and produce response latencies, or reaction
times, since these behavioral indices are some of the most frequently used
in psychological and psycholinguistic studies. Response latency refers to the
length of time between administering a stimulus to a research participant
and the participant’s response to that stimulus. Although there are notable
exceptions—for example, research using eye-tracking equipment that can
cost tens of thousands of dollars—latency-based methods have been endur-
ingly popular because they allow for reaction times to be economically and
reliably recorded with equipment that is widely available: a personal com-
puter outfitted with the appropriate software. While none of the methods
discussed here were specifically developed to investigate L2 /Ln acquisition,
there is wide agreement that these can elucidate parts of the acquisition
process in ways that offline methodologies cannot, which is partly why these
methods have enjoyed a growing currency within L2 research (Marsden
etal. 2018).

Many behavioral tasks fall under the rubric of latency-based methods,
but here we limit ourselves to three methods that have been frequently
used in GenSLA research to study sentence processing: Self-paced read-
ing, self-paced listening, and cross-modal priming. However, many of the
principles that we discuss in the chapter are pertinent to research that
records latencies in general, since many of these methods share common
assumptions about what reaction times can index and how these can be
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used to answer research questions about sentence processing specifically,
and about language acquisition in general. Although a great variety of
research questions regarding language acquisition can be addressed with
these methodologies, many studies have focused on the processing of
sentences.

Apart from word decoding—mapping the aural or written input to a
language user’s stored lexical representations—sentence processing broadly
entails recognizing syntactic structures so that these can be integrated in
real time, allowing speakers to construct meaning. Historically, the study of
sentence processing has had a strong emphasis on methodology because, as
Nicol et al. (20006) aptly note, the study of sentence comprehension is infer-
entinl, meaning that researchers must find non-direct ways to tap into men-
tal, implicit processes. As we will see in this chapter, latency-based measures
offer many such opportunities, although task characteristics should be care-
fully weighed, since these affect the data we derive from these measures. In
the words of Nicol and colleagues, language researchers must thus “attempt
to maximally reflect underlying sentence processing details while minimiz-
ing effects introduced by the task” (Nicol et al. 2006: 216).

Because sentence comprehension is typically accomplished in an incre-
mental fashion and inside a few hundred milliseconds, models of language
processing must account for the speed with which language users seam-
lessly and incrementally integrate morphosyntactic, semantic, pragmatic,
prosodic, and contextual information to interpret language strings (Leal &
Shea 2018). Presently, although most researchers of sentence processing
agree that all these information types are at play during comprehension,
there are differences in terms of the proposed timing of their availability
during processing.

For instance, a debated issue in this context has been the importance and
timing of syntactic information in sentence processing. While some propos-
als place syntax in a privileged position (e.g., Frazier’s Construal account;
see Frazier & Clifton 1996), others propose no such special consideration
for the accessibility and use of syntactic information, such that syntactic,
contextual, semantic, and probabilistic information should all affect pars-
ing in parallel, from the earliest stages of sentence processing (e.g., such
as in Constraint Satisfuction models; see MacDonald et al. 1994, Spivey &
Tanenhaus 1998; Tanenhaus & Trueswell 1995; a.0). Within L2 /Ln acqui-
sition studies, only a few have focused on testing these competing hypothe-
ses, however. An example of such an investigation was conducted by Jegerski
(2012), who focused on the processing of subject—object ambiguities using
a self-paced reading task and found support for Frazier’s Construal account.

Moving beyond the potential centrality of syntactic information, Jufts
and Rodriguez (2014) have noted that L2/Ln research on sentence
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processing has been based largely on formal grammar descriptions of one
variety or another, particularly those proposed by generative linguists first
under the Principles and Parameters framework (Chomsky & Lasnik 1993)
and, more recently, under the tenets of the Minimalist Program (Chomsky
1995). This situation should not be surprising, since formal theories have
been particularly adept at describing and explaining the system of L2 /Ln
abstract knowledge, paying special attention to the way this knowledge is
represented in the minds of learners. Research in this vein has historically
given heed to a handful of constructions and phenomena, most notably
(verbal) argument structure, long-distance dependencies, relative clauses
and relative clause attachment, and noun phrases and agreement. Overall,
as summarized by Hopp (2022), we find that research in L2 processing has
shown that learners process sentences in the same way as L1 speakers do,
except learners “tend to make attenuated use of grammatical information
and prediction” (p. 243; our emphasis).

Although during the past two decades, latency-based methods have
become increasingly common in GenSLA research, these are hardly new
tools. Studies using methods such as self-paced reading date to the mid-70s
for L1 research on reading mechanisms and even earlier for eye-tracking,
although only in the 1980s was the technology common and convenient
enough to use video-based eye-trackers (Singh & Singh 2012). Yet for
all their popularity among psycholinguists studying L1 comprehension,
these tools were not used in L2 research until decades later, as we will see
momentarily.

Before delving into more detail regarding the methods, we should talk
about some advantages that these bring about. Minimally, latency-based
methods offer researchers two clear advantages: (a) they can be used to
investigate language incrementally, as it unfolds, and (b) these methods are
thought to tap into more implicit processes. Studying language incremen-
tally became a focus for psycholinguists because a clear takeaway of early
research in L1 processing using self-paced reading is that sentence process-
ing transpires in an incremental, word-by-word fashion (Just & Carpenter
1980). This finding led researchers to utilize online methods, which meas-
ure comprehension while language is being processed, rather than offline
methods because the latter could only offer insight into responses once the
language had already been processed (van Gompel 2013).

In terms of the implicit/explicit debate, Jegerski (2014: 28) notes that
within L2 studies, latency-based methods such as self-paced reading are
typically understood as a “more direct or more implicit measure of gram-
mar than offline judgments” because such methods impose time constraints
that restrict participants from turning to explicit grammar rules that might
(or not) be internalized.



Latency-based measures 103

Finally, we should mention that latency-based methods have been instru-
mental in testing GenSLA hypotheses such as the Interface Hypothesis
(IH) (Sorace 2011) or the Shallow Structure Hypothesis (SSH) (Clahsen &
Felser 2006), which predict that L1-L2 processing differences will be most
evident with such methodologies.

8.2 Latency-based methods and L2 and GenSLA studies

The use of latency-based methods has a long tradition in GenSLA studies.
In fact, the first investigation using self-paced reading in L2 was a GenSLA
study on subject and object long-distance extraction that aimed to deter-
mine the specific regions of processing difficulty depending on the site of
the extraction of a wh-word (Juffs & Harrington 1995).

Moreover, Rothman and Slabakova (2018: 431) propose that the
notion of Universal Grammar itself can logically be derived from the idea
that processing and grammatical representations are closely and complexly
linked. Historical connections aside, however, GenSLA studies have also
used recent findings from psycholinguistics to address existing claims about
L2 acquisition and development, as well as to propose new explanations
of the nature of L2 linguistic competence. As an example of a proposed
explanation, let’s take the SSH (Clahsen & Felser 2006), which proposes
that sentence processing in L1 and L2 are qualitatively different. While L1
processing is purported to make use of “complete” underlying representa-
tions, L2 processing may use incomplete representations, which may “pre-
vent learners from successfully establishing syntactic dependencies on-line”
(Clahsen & Felser 2006: 21). In a similar vein, the IH suggests L2 speakers
may have difficulty incorporating information from external modules such
as discourse into their computation (Sorace 2011). Because the SSH and
IH propose that these differences may arise during online processing, the
hypothesis has spurred increased interest in studying L2 (online) processing
(Keating & Jegerski 2015).

Many studies have shown that a learner’s first language can influence their
L2 /Ln processing, in terms of transfer of both processing strategies and the
grammatical knowledge used to process language. Yet there are additional
ways, perhaps idiosyncratic to the processing of languages beyond the first,
in which L1-L2 processing may be different. Hopp (2022) notes at least
three such ways. The first is that the 1.2 cognitive architecture may itself
be “noisier” (Hopp 2022: 236), which may cause processing to proceed
more slowly and be more effortful and prone to error. This is not surpris-
ing because L2 speakers may face challenges deploying and integrating
grammatical information in real time, since they likely operate under lim-
ited working memory and other cognitive resources (e.g., Dekydtspotter &
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Renaud 2014). The second way is that L2 /Ln learners might place different
weights for a given processing constraint or may rely on processing heuris-
tics that are incomplete or less detailed. Finally, there is the possibility that
maturational constraints, typically associated with the Critical Period, might
place certain restrictions on the grammatical processing system such that
L2 learners may rely, instead, on explicit knowledge while processing. While
extant research has yet to disentangle the factors behind L1-L2 differences,
it does indicate that learners are less efficient at predicting upcoming lin-
guistic elements, although this may very well indicate differences in how
useful certain cues are in L2 processing (see Hopp 2022).

In this brief opening section, we have merely scratched the surface of
current sentence processing in GenSLA, since we have not touched upon
many topics of relevance, including the importance of individual factors
such as differences in working memory, lexical knowledge, or morphologi-
cal knowledge (e.g., Hopp 2013; Slabakova 2019).

In what follows, we will briefly summarize the three methods that are
the focus of this chapter: self-paced reading, eye-tracking, and cross-modal
priming.

8.3 Self-paced reading

Like other psycholinguistic methods focusing on measuring online compre-
hension, self-paced reading allows researchers to measure the time that it
takes a participant to read /process a given segment of text (in milliseconds).
These can be single words or “segments” (phrases, or parts of phrases, as
selected by the researcher). The name of the method comes from the fact
that the experiment allows for participants themselves to determine how
long a particular segment appears on a computer screen, since participants
are required to press a button so that the next segment of text appears. The
choice of segment vs. word is typically related to the research question, the
L1/L2 combination under study (e.g., whether the languages are aggluti-
native or not, but should also consider readability and other issues related to
ecological validity). As Stowe and Kaan (20006) note, care should be taken
so that each condition or version of an item is comparable. Furthermore,
the choice of segment length should be influenced by factors such as a
word’s length, log-frequency, or its plausibility in context.! What is crucial
to note is that these segments, across all the conditions in the study, should
be comparable in as many of these dimensions as possible.

Self-paced reading is a flexible tool because it allows for different options
when presenting the text on a computer screen, although some presenta-
tions have clear drawbacks. One of the most frequently used modes of pres-
entation in L2 studies is the non-cumulative presentation, whereby segments
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are presented such that only one segment at a time can be read, while the
rest of the sentence is masked (typically with hyphens). In cumulntive pres-
entations, the text that appears on the screen stays unmasked, allowing par-
ticipants to potentially re-read segments. A downside of this presentation
option is that the researchers cannot exactly determine whether participants
are reading or re-reading, and unlike what eye-tracking allows researchers
to uncover, we do not know which word is being read among those avail-
able. Early adopters of the method, such as Just et al. (1982), used several
presentation modes to determine their comparability with normal reading
and noted that, in the cumulative presentation, some participants devel-
oped undesirable strategies such as pushing response buttons to read several
segments at once, rather than reading them individually (thus rendering
individual latencies meaningless). Thus, it appears that the non-cumulative
presentation mode has some advantages.

In terms of alignment, most self-paced reading studies present the text in
a linear fashion either from left to right or from right to left, depending on
the language, mimicking normal reading (e.g., English would be presented
left to right, Hebrew right to left). Researchers may also choose centered
displays, where segments appear in a non-cumulative fashion at the center
of the screen. Just et al. (1982), however, also showed that left-aligned,
non-cumulative presentations more closely resembled normal reading (when
compared with gaze durations using eye-tracking). Finally, selt-paced read-
ing tasks can also include a moving or non-moving discourse context (i.e.,
text that precedes the experimental sentence), which is especially pertinent
for studies that focus on the processing of information-structure categories
such as Topic or Focus (Leal, in print). Figure 8.1 shows a non-cumulative,
left-aligned self-paced reading trial from Leal and Hoot (2022). This study
is described in Case Study Box 8.1.

Pues yo -——- -—- - -

--—— - creo que - -

-——= —— -——— -—— distrajo - -

-—-= - -=== —-= ———--— ¢| aprendiz --

e __ - al obrero,

e — - aunque

— e - - - puedo equivocarme.

FIGURE 8.1 Self-paced reading trial modified from Leal and Hoot (2022).
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Most self-paced reading tasks include a secondary behavioral task.
These tasks typically consist of a (Yes/No) comprehension question,
although some studies can include acceptability judgment tasks with
discrete choices (e.g., grammatical, ungrammatical) or with Likert-scale
choices. Because the software used to code these types of experiments
is increasingly flexible, other secondary tasks could be devised and
implemented. Care should be taken with the design of these tasks, how-
ever, since the type of task could potentially affect participants’ behav-
ior in experimental trials (see, e.g., Leeser et al. 2011, for discussion).
Although some researchers have made use of the behavioral data from
these secondary tasks, they can also function as distractors to help mask
the primary purpose of the experiment (Jegerski 2014). In terms of
their timing, secondary tasks can appear after every trial or following
a certain number of trials, typically in a randomized fashion. Finally,
some researchers use these secondary tasks as a measure of attention,
discarding either trials or participants when these questions are missed.
Although some researchers choose to discard experimental trials where
the comprehension question was answered incorrectly, this might not
always be the appropriate choice, since Tokowicz and MacWhinney
(2005) have shown that participants’ accuracy and grammatical sensitiv-
ity might not be closely linked.

8.2.1 Data that is elicited with the method

The main data from self-paced reading tasks, in raw form, are the reaction
times per word/segment for each item. It is crucial to note, however, that
these reaction times can only be understood i comparison to other seg-
ments, which is why the design of self-paced reading tasks should be highly
controlled such that every condition in the study should vary only in the
dimensions that are to be measured.?

As we saw in Chapters 2 and 4, (quasi-)experiments include “conditions”
or versions of a single item (lexicalization), so that researchers can infer
a relationship of the type cawuse-and-effect, if and when significant differ-
ences between conditions are registered. In self-paced reading, researchers
typically select a “control” condition against which other conditions will be
compared. This is because the interpretation of self-paced reading tasks, like
many latency-based methods, relies on the assumption that longer reading
times (when compared to a control condition) index processing difficulties
or syntactic reanalysis. This crucial comparison is illustrated in Case Study
Box 8.1.
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Case Study Box 8.1: Leal and Hoot (2022)

Research question: Leal and Hoot tested whether L1 English learners of L2
Spanish showed evidence of processing (discourse) contextual restrictions
in real time, which is predicted to be difficult by the IH (Sorace 2011). Leal
and Hoot focused on two infrequent, V-initial sentences in Spanish (VSO vs.
VOS) in contexts biasing for either subject or object focus. According to
syntactic descriptions, the focused constituent (the answer to the question)
should be the last element in the answer. Consequently, VOS sentences are
felicitous under subject focus context (when the subject is roughly “new,”
non-presupposed, non-retrievable information), while VSO is felicitous un-
der object focus. Thus, the felicitous conditions (VOS under subject focus
and VSO under object focus contexts) constituted the control condition. At
issue is whether learners can integrate syntactic and information-structure
information in real time, unlike what the IH predicts for late sequential, highly
advanced bilinguals (Sorace 2011).

Task (only the self-paced reading task is reported here): non-cumulative,
left-aligned self-paced reading task with a preceding discourse context. 2 x 2
factorial design with Word Order (VSO/VOS) and Focus (subject/object) as
factors. The critical region (segments 3-5) was preceded by two segments
(1-2) and followed by two more (6—7) (Table 8.1).

TABLE 8.1 Sclf-paced reading task design with predictions for RTs, Leal and
Hoot (2022), critical region

Subject focus context Object focus context
Who distracted the worker? Whom did the apprentice distract?

VSO Distrajo el aprendiz al Distrajo el aprendiz al obrero
obrero v (faster)
# (slower)
VOS Distrajo al obrero el Distrajo al obrero el aprendiz
aprendiz # (slower)
v/ (faster)

Distrajo el aprendiz al obrero
distracted the. apprentice,oy to-the worker, ..
“The apprentice distracted the worker.”

Stimuli selection: Because the canonical order in Spanish (SVO) fits almost
any information-structure situation, only V-initial orders were used to
create the factorial design. The study included 32 experimental items
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(8 per condition) in a Latin Square design. Noun phrases were controlled for
syllable length, animacy, specificity, syntactic category, and reversibility
in context.

Participants: 76 L1 English-L2 Spanish speakers (late sequential bilinguals)
and 42 monolingual L1 Spanish controls.

Results: In the critical region, a test of fixed effects revealed a significant
Focus*Order interaction. Follow-up Bonferroni-corrected post hoc pair-
wise comparisons conducted revealed that VOS was read significantly faster
in subject focus contexts and VSO was read significantly faster in object
focus contexts, compared to the opposite context. Because no group differ-
ences were attested (either as main effects or as interactions), the authors
concluded that the processing of information focus in Spanish did not pose
insurmountable difficulties when processing syntax-discourse constraints in
real time.

Before we explore how stimuli are created, we should briefly note a pecu-
liarity about reaction times. Because there is a limit on how fast we can react
to a stimulus (e.g., there is a threshold on how fast we can decode/interpret
word strings), reaction times tend to be positively skewed. In other words,
when we plot reaction times, we will find that the distribution will be longer
on the right side of the graph than on the left, which effectively means
that our data will not be normally distributed. Since normality assumptions
underlie most inferential statistics, many researchers use log transformations
to analyze their data.?

8.2.2 How to create stimuli?

Stimuli must be carefully constructed in self-paced reading tasks because
means are calculated per condition, collapsing across items. Because reac-
tion times in these tasks are sensitive to word length and log frequency, items
are typically controlled for length (e.g., number of syllables), frequency, and
other relevant factors, depending on the aims of the study (e.g., syntactic
category, syntactic function, animacy, plausibility, gender). Since the results
of self-paced reading tasks are typically presented as line graphs where each
word/segment and condition are graphed, researchers typically construct
items that are identical except for what is called the region of interest or the
criticald region, which is where we expect to see differences by condition.
In addition, researchers typically analyze what is called the spillover region,
i.e., the region directly following the critical one, which is analyzed for any
delayed effects (an outcome typically found in L2 /Ln studies).
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In addition, as noted by Just et al. (1982), non-cumulative self-paced
reading tasks (when compared to eye-tracking with text) are dispro-
portionally sensitive to factors such as word novelty and first mention of
the topic. Furthermore, they show elevated sentence wrap-up effects, since
the last word/segment in the experimental presentation typically evinces
much higher latencies than expected. Thus, researchers usually avoid plac-
ing critical segments at the end of sentences. Similarly, researchers typi-
cally avoid placing critical regions at the outset of the sentence, to avoid
any potential issues with involuntary responses. The choice of methodology
must consider these characteristics.

In self-paced reading tasks, stimuli are typically presented in a Latin
Square design, which is generally viewed as an efficient, although incomplete,
design because it allows researchers to optimize the amount of information
they can derive from a study by minimizing the number of experimental
units needed (Grant 1948; Kutner et al. 2005). Following the visual pres-
entation of Stowe and Kaan (2006), let us imagine that we have an experi-
ment where we have four conditions: a, b, ¢, and d. Because each condition
in self-paced reading tasks is typically identical to the others except for the
critical region, we must ensure that participants are not exposed to all four
conditions, which would be repetitive at best and confusing at worst.

To use a Latin Square, we would construct four lists (I, IT, II1, IV), where
cach list contains every item (lexicalization), but in one condition per item
(that is, one version of the item). If we cross an identical number of lists
with an identical number of conditions, we have a Latin Square (4 condi-
tions x 4 lists), which will accomplish our task. In Figure 8.2, imagine an
experiment with four conditions (a, b, ¢, and d), with eight items (1-8),
which we have arranged into four lists (I, II, ITI, IV).

Now, we would want for each list to have a comparable number of par-
ticipants, so we would ensure that we have 30 participants per list (30 par-
ticipants per list x 4 lists = 120 total participants). We have to gather data
from at least 120 participants.

List I List IT List I1T List IV
la 1b 1lc 1d
2b 2c 2d 2a
3¢ 3d 3a 3b
4d 4a 4b 4c
5a 5b 5¢ 5d
6b 6c 6d 6a
Tc 7d 7a 7b
8d 8a 8b 8c

FIGURE8.2 A Latin Square presentation of a study with four conditions and
cight total items/lexicalizations.
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We should note several things at this point: first, each list includes every
item, such that every list has the numbers 1-8, which represent each lex-
icalization. Further, we should note that Figure 8.2 is a simplified version
of an experiment because although we don’t have a fixed guideline for how
many items we need, Keating and Jegerski (2015) have recommended includ-
ing 8-12 items per condition. Mardsen et al. (2018), however, note that
few studies in their database actually met this threshold (15 of the 44 stud-
ies analyzed), which led them to underscore the need for more standardized
practices. Following our example above, because we have four conditions, we
would need a minimum of 32 items (8 items per condition x 4 conditions).

If we present each version of an item to our participants, they would
see 128 experimental stimuli, without counting the necessary fillers. If we
present our participants with only one version of each item, as in the Latin
Square design, the number of experimental items to which a participant
would be exposed to would drop down to 32 (one per lexicalization). Thus,
it is easy to see why Latin Square designs are often used in these situations,
when each participant can only receive one treatment (in this case, one con-
dition of our experiment). Additionally, there is the non-trivial issue that we
would not want to expose a single participant to four versions of each item
because of the strong priming effects that this exposure would bring about.
Such a practice could completely negate the purpose of the experiment,
since the effects of the manipulation would not be able to be differentiated
from the priming/practice effects.

In the next section, we will review a methodology that, while similar in
its aims to the self-paced reading task, does not require participants to be
literate in the target language.

8.3 Self-paced listening

Although the procedural details differ, self-paced reading and self-paced lis-
tening tasks both assume that the time spent either reading or listening to
words/segments indexes processing difficulties arising from integrating seg-
ments into the ongoing syntactic and semantic structure. As the name sug-
gests, the crucial difference between these methodologies is that self-paced
listening involves auditory stimuli instead of written text. A clear advantage
of the method lies exactly in this difference, since it does not require the par-
ticipants to be literate in the target language. Thus, in principle, this method
is preferable when focusing on populations such as children.

The authors of the first study utilizing self-paced listening dubbed the
method the awuditory window technique and showed that speakers displayed
sensitivity to lexical frequency and syntactic complexity when processing sen-
tences in real time (Ferreira et al. 1996). Although this result mirrored extant
findings from self-paced reading and eye-tracking, the authors noted that
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“providing a profile of processing load across a sentence” (Ferreira et al. 1996:
325) was not something available auditory tasks at the time could accomplish.

The task, as conceived by Ferreira and colleagues, allows participants to
listen to words or segments of a sentence by pressing a button in a self-paced
manner, such that participants have control over the timing of when the next
segment will be played. As in self-paced reading, the dependent variable is
the latency between button presses, which the software records in millisec-
onds. Self-paced listening and self-paced reading have many commonalities,
including the presentation of stimuli and the need for careful controls in the
design of the experiments. Another similarity is that the effects can appear
in a delayed fashion, such that spillover regions must also be analyzed for
lingering processing effects. An important difference involves the fact that,
unlike in non-cumulative self-paced reading tasks, the listener has no indi-
cation of the length of the upcoming word string. For this reason, Marinis
(2013) has likened self-paced listening tasks to self-paced reading tasks
with centered, non-cumulative presentations. (We will explore this type of
presentation in more detail when we describe Event-Related Potentials in
Chapter 10).

Unlike self-paced reading, however, self-paced listening has not been used
as extensively in L2 research, although there are notable exceptions. One
significant innovation made to self-paced listening tasks in L2 research was
conceived by Marinis (2007), who followed up a self-paced listening task
with a picture verification task. This task is described in Case Study Box 8.2.

Case Study Box 8.2: Marinis (2007)

Research question: Marinis tested whether simultaneous bilingual children
over-rely on lexical-semantic cues during online auditory processing as the SSH
predicts for adult learners (Clahsen & Felser 2006). Previous research showed
that the processing of passive sentences is slower than actives for L1 adults
(e.g., Townsend & Bever 2001) and that comprehension was also higher for
active sentences (e.g., Ferreira 2003). Marinis aimed to test the processing of
passive sentences in L2 children, since no online evidence existed at the time.
Task: Self-paced listening task with a picture verification task. After receiv-
ing instructions, the children were exposed to a picture which remained
on the computer screen for 2,500 ms. Then they listened to sentences in
a segment-by-segment self-paced fashion, pressing the button as quickly as
possible. The end of a sentence was indicated by a beep, which was played
after the last segment. At the end of the sentence, children were asked to
determine (offline, without time pressure) whether the sentence they had
just heard matched the picture they were shown at the outset.
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Stimuli selection: Design was a 2 X 2 with Voice (Active/Passive) and Picture
Match (Match/Mismatch) as factors. Experimental items included reversible
sentences that were either active or full passives (including the preposition
“by”). Both event participants (Agent and Theme) were animals. Ten mono-
syllabic verbs were repeated four times. The study included 40 experimental
items (10 per condition) plus 20 fillers and 10 practice items in a Latin Square
design. The pictures shown could either correspond (match) the events
described in the sentence or not (mismatch). (Table 8.2).

Table 8.2 Self-paced listening task design (critical regions) from Marinis
(2007), where the picture showed a zebra kissing a camel

Active Passive

Match* the zebra / was kissing /  the camel / was kissed / by the
the camel zebra

Mismatch the camel / was kissing /' the zebra / was kissed / by the
the zebra camel

Participants: 28 L1 Turkish-L2 English children (age range: 6;10 to 8;8) who
spoke Turkish as a minority language (at home) and 42 monolingual L1 English
controls (age range: 6;9 to 8;9). Both groups resided and were tested in the U.K.
Results: For the (offline) verification task, inferential statistics showed an
interaction between Group and Voice Type (Active/Passive), showing that L1
children were more accurate in judging passive sentences. Tests also showed
a Group % Match interaction, with follow-up comparisons showing that L2
children were less accurate in the mismatch conditions overall. For the online
task, Marinis reported the outcomes of Segment 4 (was kissed/was kissing)
and segment 5 (the camel/by the camel). The analysis on Segment 4 (critical
region 1) showed a main effect of Match (longer reaction times (RTs) in the
mismatch condition) and Group (longer times overall for L2 children), but no
interactions. Latencies on Segment 5 only showed a main effect of Group
(again, longer RTs overall for L2 children) and Voice (passive sentences were
longer because of the preposition “by”). This lack of qualitative differences
in the online results obtained, even though L2 children scored substantially
lower in the grammar (2.5 SDs) and vocabulary tasks (2.0 SDs). Overall,
results showed that both groups of children used morphological cues (-ing/ed)
to process active and passive sentences, as well as to assign thematic roles,
showing that the children did not rely on lexical-semantic cues during pro-
cessing (although it did negatively affect their accuracy during interpretation).
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8.3.2 How to create stimuli?

In most respects, creating stimuli for self-paced tasks, be it for reading or
listening, entails tightly controlling experimental sentences so that factors
that are extraneous to the experimental design (e.g., frequency or phono-
logical weight) do not constitute mediating factors. There are, however,
some important differences that must be considered.

An important matter when developing stimuli for self-paced listening
involves the inclusion and manipulation of prosodic or suprasegmental
information (speech information that extends beyond a single segment/
phoneme). This is important because speakers tend to make use of syn-
tactic and prosodic information to mark phrase boundaries. Early research
using click displacement techniques found that participants use phrase
boundary information to process sentences such that clicks that occur
after or before a phrase boundary are (falsely) perceived as happening
at phrase boundaries (e.g., Garrett et al. 1966). Furthermore, there is
research showing that prosodic information can have an influence on the
interpretation of globally ambiguous sentences.* Carlson et al. (2001,
Experiment 3) found clear evidence that the size of a pause could affect
how globally ambiguous sentences are interpreted, such that the phrase
after Tim visited in the sentence Sally learned that Pat telephoned after
Tim visited would be interpreted as moditying telephoned when there
was a longer pause between Pat and telephoned. Alternatively, the phrase
after Tim visited would be interpreted as moditying /earned if there was a
longer pause after telephoned.

Because the choice of including or manipulating prosodic information is
closely related to the aims of the research, there is no one-size-fits-all recom-
mendation available. Although self-paced listening experiments are typically
presented in a segment-by-segment fashion, rather than in a word-by-word
fashion, since the latter sounds unnatural (Papadopoulou et al. 2013),
researchers have choices. Experimental sentences can be presented with flat
prosody, with experimentally manipulated prosody, or with natural prosodic
contours. These choices can be manipulated with computer software used
to develop auditory stimuli (e.g., Praat, downloadable at https: / /www.fon.
hum.uva.nl/praat/).

8.4 Cross-modal priming (with sentences)

By now, we are quite familiar with many of the advantages that latency-based
methods can offer language researchers. Chief among them is that (a) these
methods are thought to tap into more implicit processes, (b) they don’t
requive metalinguistic responses, and (c) these methodologies allow us to
investigate sentence processing incrementally, as it unfolds. In this section,
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we will explore the methodological technique known as cross-modal priming,
which offers many of these benefits.

Let’s start by exploring the phenomenon known as priming, which gives
the method its name. Priming describes a cognitive phenomenon whereby
exposure to a given stimulus (or prime) can either facilitate or interfere
with subsequent production or processing of a second stimulus (the tar-
get). Because priming is thought to constitute an implicit process, taking
place outside of the conscious awareness of the participants, researchers
such as Trofimovich and McDonough (2011: 4) place priming as “part of
a larger system of [...] implicit memory” that involves “cognitive opera-
tions or procedures which are learned [...] through repeated use.” Roberts
(2014) notes that facilitation of a target is typically understood in terms of
activation, such that the level of activation of the target is higher after the
processing of the prime.

Primes can be of different types according to their relationship to the
target, with identical primes (cases where the prime and the target are the
same) producing the strongest effects (Forster et al. 2003). When processing
visual stimuli, it has been shown that (visual) targets show evidence of facili-
tation when following a visually or semantically related prime. Linguistic
primes are categorized according to the relationship between the prime and
the target, such that we speak about semantic priming, syntactic priming, or
auditory priming (Trofimovich & McDonough 2011). Semantic priming,
as the name suggests, arises when the prime and the target are semantically
linked, as is the case for (near) synonyms (e.g., fair /v/ just), antonyms (¢.g.,
fair /v/ unfair), hyponyms (e.g., flower /v/ rose), or categorically related
words (e.g., dog /v/ cat), among others. Syntactic priming, on the other
hand, describes cases where a similar syntactic structure shows evidence of
higher activation after encountering similar syntactic primes. Finally, audi-
tory priming describes the phenomenon whereby language processing of a
word (or group of words) is processed more quickly and accurately when it
has been encountered before.

What is special about cross-modal priming, as opposed to other priming
methods (e.g., rapid serial visual presentation), is that cross-modal priming
is a two-fold task, often involving both visual and auditory stimuli. In a
typical cross-modal priming task, participants are exposed to stimuli pre-
sented auditorily (usually a sentence). At a specific point during the pres-
entation of the stimuli, participants are exposed to a target, which could be
in the form of text (e.g., a word) or a picture. When participants encounter
the target, they are instructed to engage in a binary forced-choice task. If
the target is a word, participants could be asked to engage in a lexical deci-
sion task, which prompts them to determine whether the target is a (real)
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word or not. Alternatively, participants can be prompted to engage in a
semantic categorization task, whereby they must determine whether the
target (which could be a word or a picture) has a certain semantic feature
(e.g., whether the target is [+human] or [+animate]). Because researchers
control where the probe appears, they can compare activation levels (i.e.,
faster or slower latencies) at different points of the sentence, which serve as
reference points.

As can be gleaned from the foregoing, the choice of presentation of
the target is particularly important and, in the case of studies focusing on
the processing of syntactic structures, often theoretically motivated. As an
example, let’s take the processing of long-distance dependencies. Previous
rescarch with L1 speakers has shown that the processing of such dependen-
cies relies on traces or gaps, which are theoretically predicted to be located at
specific points in the structure. To illustrate the concept of traces, let’s take
the following sentence pairs (from Gibson & Warren 2004: 60-61), where
traces are indicated thus (<t>):

1 The manager who, the consultant claimed <t> that the new proposal had
pleased <t> will hire five workers tomorrow.

2 The manager who, the consultant’s claim about the new proposal had
pleased <t> will hire five workers tomorrow.

We can see that (1) and (2) differ in particular ways. At a superficial level, we
see that while (1) includes two traces (an intermediate trace located before
the subordinate clause headed by the complementizer that and a second
trace after the verb had pleased), (2) only includes one trace, again after
the verb had pleased (thus, no intermediate traces are present). Although
the placement of traces is theoretically motivated (e.g., Chomsky 1986a),
Gibson and Warren (2004 ) showed evidence from a self-paced reading task
that demonstrated the facilitatory effects of traces in sentence processing.
Namely, the processing of the verb compound had pleased was read faster
when there was an intermediate trace, as in (1), compared to the processing
of had pleased in (2), where the long-distance dependency is particularly
long, without the presence of an intermediate trace.

At this point, we might wonder: what is the explicit connection between
traces and priming? Since the intermediate trace is predicted to reactivate
the referent (in the case of (1), the referent would be the manager), this
trace can function as a prime to process a later (visual or textual) target. To
see how this situation was addressed in previous research, let’s review the
details of a study by Felser and Roberts (2007), which is summarized in
Case Study Box 8.3.
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Case Study Box 8.3: Felser and Roberts (2007)

Research question: Felser and Roberts sought to determine whether
L2 learners processed (theoretically posited) traces in L2 English (L1 Greek)
as L1 English speakers do. They tested the SSH (Clahsen & Felser 2006),
which proposes that learners over-rely on lexical-semantic information in-
stead of computing detailed syntactic relations in real time, when these rep-
resent long-distance dependencies (such as wh-movement). In this case, the
SSH predicts that although learners might be able to associate a fronted
constituent with the corresponding lexical head, processing of long-distance
dependencies will not be aided by structurally defined gaps (p. 12). In other
words, the researchers sought evidence of reactivation (facilitatory) effects
at trace positions when processing fronted indirect objects in L2 English.
Task (participants also completed a reading-span task to measure working
memory): Cross-modal priming task. Participants were asked to sit in front
of a computer monitor and listen to experimental sentences. When pic-
tures (primes) appeared on the screen, participants were asked to engage
in a forced-choice task, deciding whether the prime was alive or not.
The software recorded accuracy and reaction times (Table 8.3).

TABLE 8.3 Felser and Robert’s (2007) cross-modal priming task design

Prime type: Identical Prime type: Unvelated

Fred chased the squirrel to which the nice monkey explained ...

Gap position ... the game’s difficult ... the game’s difficult rules
rules [SQUIRREL ] [TOOTHBRUSH] in
in the class last the class last Wednesday.
Wednesday.

Pre-gap position ... the game’s ... the game’s
[SQUIRREL] difficult [TOOTHBRUSH]
rules in the class last difficult rules in the class
Wednesday. last Wednesday.

Stimuli selection: The task constituted a 2 x 2 design crossing Prime Type
(Identical/Unrelated) and Gap position (Gap/Pre-gap). 20 experimental items
(5 per condition) were presented in a Latin Square along with 60 fillers.
Targets were visual stimuli (pictures of animals (identical prime) or inanimate
objects (unrelated prime)). Nouns were controlled for syllable length and
(lemma) frequency.
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Participants: 24 L1 Greek-L2 English learners, 54 adult L1 English speakers,
and 44 monolingual L1 English children (mean age: 6.25; range: 5-7). All
groups resided and were tested in the U.K. (L1 data was previously reported
on in Roberts et al. 2007).

Results: L2 learners were very accurate (98%) in their selection (alive/not
alive), as were L1 English adults (94%) and children (97%). This data served as
an exclusion criterion since RTs were only analyzed for those trials with cor-
rect responses. Reaction times over 2,000 ms were also excluded (1.2% of
the data). Finally, participants whose RTs were beyond 2SDs from the mean
were removed (5.9% of the data). Results showed that although L2 learn-
ers were indeed faster with identical primes, their reaction times at gap
and pre-gap sites did not differ (thus, there was no evidence of facilitation
at structural gap positions). Further examination showed no contribution
of working memory (measured by a reading-span task). Previous research
(Roberts et al. 2007), which served as comparison, showed that high-span
L1 adult and child speakers did evince faster RTs in identical targets at the
gap position (and slower at the pre-gap/control position). Low-span L1 adult
and child speakers did not show evidence of facilitation for identical targets,
although their performance differed.

8.5 Summary

In this chapter, we discussed three latency-based methods that have been
frequently used in GenSLA studies: Self-paced reading, self-paced listen-
ing, and cross-modal priming. In so doing, we also reviewed the advan-
tages of latency-based methods, as these pertain to the investigation of 1.2
sentence processing. The usefulness of these methods is particularly criti-
cal for GenSLA studies since researchers believe that online processing can
shed light on how L2 learners represent and store linguistic knowledge
in their mind/brain (Slabakova 2008). Furthermore, we have seen how
latency-based methods can be used to test hypotheses of L2 acquisition that
postulate difficulties with online processing (e.g., the SSH: Clahsen & Felser
2006; the IH: Sorace 2011).

8.6 Discussion questions

1 Although we have discussed some advantages of latency-based methods,
we should note that these methods are used in tandem with other meth-
ods, in what is known as method triangulation (see Hoot et al. 2020 for
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discussion). What do you surmise are some possible benefits of using
latency-based methods in triangulation with other (online or offline)
methods?

2 Since cross-modal priming and self-paced listening do not require highly
literate L2 learners, these are methods that could potentially be used with
less-studied populations, including children and naturalistic learners who
are not literate in the target language. Why are these advantages impor-
tant for the field? What do we leave out when most of the data we analyze
comes from highly literate classroom learners?

3 Come up with a research question that could be better answered using
data from any of these three methods (rather than with online methods).
Explain your choice.

Notes

1 Briefly, a word’s log frequency indicates how often the word appears in a corpus.
Log frequency is generally calculated by taking the logarithm of the number of
times the word appears in the corpus, and then dividing it by the total number of
words in the corpus. To give an example: if' a word appears 100 times in a corpus
of' 10,000 words, its log frequency would be 2.0.

2 If'the task includes a secondary task, the software might also provide the reaction
times for the secondary task and the behavioral responses associated with it.

3 The logarithm of a given number is the power to which a base number is raised
to equal that number. For instance, the logarithm of 100 to the base 10 is 2,
since 10? = 100. These transformations, which can be easily performed with
statistical packages such as R, are used to make data more normal (read more
“symmetrical”), which facilitates interpretation.

4 An example of such a sentence is: The bus driver angered the vider with a mean
look (Carlson, Clifton, & Frazier 2001). This sentence is syntactically ambiguous
because the prepositional phrase with a mean look could be interpreted as having
high attachment (#he bus driver had a mean look) or low attachment (the rider
had a mean look).

Further reading

Hopp, H. (2022). Second Language Sentence Processing. Annual Review of
Linguistics, 8, 235-256.

Juffs, A., & Rodriguez, G. A. (2014). Second language sentence processing. New
York; London: Routledge.
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EYE-TRACKING

9.1 Introduction

It shouldn’t be surprising that the human eyes (more specifically, eye
movements) have been often dubbed a “window into cognition.” Think
about any task you perform during the normal course of your day: each task
potentially involves shifting your gaze (and, thus, we assume, your atten-
tion) to the endeavor at hand. Knowing where and when your eyes move
can provide rich information about a variety of cognitive processes. This
relationship (between your eye and your mind/brain), which is typically
known as the eye—mind hypothesis or the eye—mind link,! is why researchers
track eye movements. Evidence that mind and attention are tightly bound
together comes from early studies such as those conducted by Hoffman and
Subramaniam (1995), which show that participants are more accurate when
detecting targets that match where the eyes land. These experiments also
show that participants are generally unable to attend to targets that do not
align with where the eyes move.

Within psycholinguistic research, eye movements have been one of the
most widely used measures because, like self-paced methods, the methodol-
ogy provides an implicit measure of language processing. Unlike self-paced
methods, however, eye-tracking is a more sensitive and naturalistic meas-
ure (that is, it is a more ecologically valid measure), which can record data
without interrupting ordinary language-related tasks such as listening to a
stream of words. Using eye-tracking as a comprehension index is also very
desirable as a methodology because participants are not asked to engage
in metalinguistic tasks of varying explicitness, such as judging stimuli. This
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feature is particularly helpful with certain populations, including partici-
pants with special needs or with limited literacy skills such as recent adult
immigrants or children (see Trueswell et al. (1999) for the suitability of the
method with children). This is important in L2 studies because these popu-
lations are typically underrepresented in psycholinguistic research (see, e.g.,
Rocha-Hidalgo & Barr 2022).

While we will not go into much detail regarding equipment choices for
eye-tracking research, we should mention that, in addition to considera-
tions such as cost, mobility (of the equipment and the participants), and
training needs, study features like the population under investigation should
influence researchers’ set-up choices. Eye-tracking experiments can be con-
ducted with different equipment, from commercial video cameras to pro-
tessional equipment that can be mounted on a tower, a desk, or even the
participant’s head. Early on, many eye-tracking experiments with children
used video cameras that were commercially available and affordable. These
cameras were often hidden so that the children could act naturally, with-
out having a (visible) recording device directly in front of them. The data
was then manually extracted and coded—a time-consuming procedure with
higher potential for coding errors.

Most present-day eye-tracking experiments, however, use commercially
available (video-based) eye-trackers, which analyze the recorded images of
the eyes as these are illuminated by a light source, typically an infrared light.
Infrared light is used because it emits wavelengths that the eye can reflect,
but that humans cannot perceive (i.e., it does not distract the participants)
(Bojko 2013). In addition to the light-emitting source, eye-trackers are
equipped with a video camera that is sensitive to infrared light so that it can
record information such as the reflection of the light from the retina (the
tissue at the back of the eye) and the cornea (the transparent part of the eye
that covers the pupil and allows light to reach the retina). Using the infor-
mation from the reflected light, the eye-tracking software can determine
(x,y) coordinates on the screen to locate the participants’ gaze location rela-
tive to the interest areas (Duchowski 2017). As we will see later, eye-trackers
can also measure other eye characteristics, such as the size of the pupsl (the
black-appearing round opening at the center of the z74s, which is the colored
tissue that distinguishes our eye color), although these measures have not
been widely explored in L2 acquisition research.

Within eye-tracking research, there is an important methodological divide
that determines, in large measure, how the data is treated and analyzed, as
well as the types of research questions that investigators can address. On
the one hand, eye-tracking can be used to conduct Reading Studies, which
investigate how participants engage with text, either in print or on a screen.
On the other hand, the last 30 years have seen an increase in the number of
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Visual World Paradigm studies, also known as looking-while-listening studies.
In these studies, participants are typically presented with a visual scene while
they listen to auditory stimuli or instructions. Additionally, participants can
be asked to perform a task (e.g., clicking on a stimulus). This secondary
task might yield data of its own (e.g., accuracy of choices), but its presence
might influence eye movements. Dussias et al. (2014), for instance, note
that studies requiring this type of task, which they call action-based studies,
tend to yield cleaner data and to require fewer trials per participant. As we
will see momentarily, the measures that researchers analyze from Reading
Studies can vary widely. In Visual World studies, however, the main focus
is on (fixation) proportions—the amount of time (in proportion) that a
participant’s gaze spent on a given stimuli or location.

9.2 Data collected by eye-tracking

Before we delve into the data that is elicited with this method, we must
understand the nature of eye movements. Most people are surprised to learn
that eye movements do not represent fluid, unbroken gestures. Instead, our
eyes move in what are called saccades: short movements that are ballistic—
movements to a target that are not typically influenced by feedback because
of their short duration (Optican & Pretegiani 2017). Researchers gathering
eye-tracking data typically distinguish between eye movements of two types:
fixations (movement pauses, where eyes are positioned at a given region)
and saccades (ballistic movements between fixations). To date, L2 studies
have only analyzed fixations because these are the moments where readers
can obtain information to decode text or a visual scene.

Earlier, we mentioned the difference between Reading Studies (eye-
tracking with text) and Visual World studies (eye-tracking while listening).
Since the measures that are drawn from each study are different, we will
address each in turn after presenting the basics of the methodology.

Figure 9.1,animage created by the American Academy of Ophthalmology,
depicts clearly how our eyes do not smoothly move over a string of words.
Instead, reading is made up of saccades and fixations that move both for-
ward (see the movement between “2” and “3”) and backward (see the
movement between “5” and “6,” which represents a regression), although
the latter are less frequent in (proficient) adult readers.

In addition to showing the fragmented, stepwise nature of eye move-
ments during reading, Figure 9.1 shows important notions such as first
fixations and regressions, while noting the interest area (marked in yellow).
We will describe these measures in more detail below.

As you can tell from examining Figure 9.1, regressions are saccades that
correspond to backward movement. For instance, number “6” in the figure
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represents a regression, since the reader returned to the verb astacked after
reading the object windmill. In general, regressions are believed to index
either processing difficulties or lower proficiency or literacy levels, although
this can vary depending on whether the text is static (e.g., fixed words or
images on a screen or a piece of paper) or dynamic (e.g., self-paced subtitles
or moving pictures) (Kruger & Steyn 2014). Importantly, regressions can
also represent corrections of oculomotor control, which are not related to
language comprehension processes. Basically, these represent rectifications
when overshooting a planned saccade. Distinctions between regression
types (i.e., oculomotor error vs. processing difficulty) can have repercus-
sions for the design and analysis of eye-tracking data because these two
types of regressions rely on different processes (Eskenazi & Folk 2017).
Thus, researchers must take these distinctions into account when designing
stimuli.

As represented in Figure 9.1, the pink dots of various sizes represent
fixations—moments where the eyes rest on a word or visual cue. Normally,
fixations are substantially longer than saccades, although they may have
varied durations. Typical fixations during reading last between 200 and
250 ms, although they can vary depending on the type of (reading) task,
whether reading out loud or silently (Rayner 2009). In Figure 9.1, we can
see variation between the duration of each fixation (duration is represented
by the size of the pink dots), such that we can tell that the fixation in a
(functional) short word such as the (see number “1” in Figure 9.1) is much
smaller in duration than the fixation on the lexical verb attacked when it was
first read (see number “3” in Figure 9.1).

At this point, you will probably have noticed something interesting;:
there is no fixation (pink dot) either on the second definite determiner (#be),
preceding the noun windmill, or on the possessive determiner (4ss), which

Regression Path

Regression

7 9

The knight attacked the windmill o his donkey

4
3 /

First-Fixation Total Time

FIGURE 9.1 Example of eye movements while reading the phrase The knight
attacked the windmill on bis donkey (reproduced with permission).
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appears before the noun donkey. When there is no fixation time on a particular
word, we say that the word was skipped. But how can we derive meaning
from a word that was literally skipped? To understand how this happens, we
must be aware of how our eyes work.

When we move our eyes, we move a part of the macula called the fovea
(centralis), which represents two degrees (2°) of our central visual field
(~.35 mm in diameter). The fovea is packed with photosensors and thus is
the region with the highest-resolution vision (Rehman et al. 2022), which
is essential for reading. The region surrounding the fovea is called the para-
foveal region. While we can still perceive stimuli that fall in the parafoveal
region, perception comes at a cost: acuity is lower the farther we are from
the fovea. That is why as soon as we detect a stimulus that requires exam-
ination, our eyes will trigger movement so that the area of interest falls
under the foveal region (Schotter et al. 2012), typically around three times
every second (Tatler et al. 2014). Beyond the parafoveal region, we speak
of the peripheral region, in which we perceive stimuli with even less visual
acuity. Figure 9.2, from Schotter et al. (2012), depicts the sentence The
quick brown fox jumped over the lnzy dog, showing the foveal, parafoveal, and
peripheral regions.

So how does this relate to the words that we skip? Even if our gaze is
not directly fixated on a word (note how the foveal region in Figure 9.2 is
mostly taken by the noun fox), we can still perceive it—especially if the word
is short (Drieghe et al. 2004), frequent (Drieghe et al. 2005), or predict-
able in the context (Altarriba et al. 1996). Yet our capacity for perception
is not symmetrical, as Figure 9.2 might suggest. Not all the letters in the
parafoveal region will be perceived equally by all readers—language has a
lot to do with this asymmetry. Readers can extract information from the
so-called perceptual span, which in English extends from 3 to 4 letters to

- Peripheral .
Parafoveal
Foveal

®

e quick brown fox jumped over t

FIGURE 9.2 Example of foveal, parafoveal, and peripheral regions from Schotter
et al. (2012). Replicated with permission.
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the left of the fixation point to 14-15 letters to the right of fixation (Rayner
ctal. 1980).2 This is because English is read left-to-right, and the upcoming
information is to the right of the fixation point. As you may expect, readers
of languages that are read right-to-left, such as Hebrew, have the oppo-
site asymmetry, with more letters perceived on the left than to the right
(Pollatsek et al. 1981).

We have seen that, for L2 research, investigators are mostly interested in
fixations. Yet if you examine Figure 9.1, you might ask yourself: which fixa-
tions should we analyze and how should we analyze them? Undoubtedly,
the answer will depend on the research question that your study is after,
but what is especially exciting about eye-tracking as a methodology is that
we can answer more (and more varied) questions because we can analyze
different measures. In Figure 9.1, we see that the researchers have high-
lighted the word windmill as the interest area (also known as region of
interest). Note, however, that our interest area contains three distinct pink
dots, which, moreover, do not happen subsequently. When we count the
number of fixations, we are looking at fixation counts, which document the
number of fixations in an interest area. Furthermore, fixation counts can
be distinguished by whether these happened during a single pass or not. In
Figure 9.1, we see that numbers “4” and “5” are consecutive fixation counts
because they happened in the same pass. We can also count the number of
passes that a reader did over a region of text: In this case, we see that wind-
mill was visited twice, so we can set the visit count at two. (As we will see
momentarily, counts make little sense for Visual World studies, so we focus
on fixation proportions instead, since we are interested in the proportion of
time that participants spent on a given region or image.)

While the choice of which measure to analyze responds to the purpose
of a particular study, each measure offers different types of information. L2
researchers are often interested in the fixation duration of the first time that
the reader visits an interest area, called the first fixation duration (“4” in
Figure 9.1). First fixation is distinct from gaze duration, which is the result
of adding up all the fixations in an interest area comprised of a single word
until the eye withdraws from it (e.g., adding the duration times of “4” and
“5” in Figure 9.1). In cases where the interest area is longer than a single
word, we speak of first pass time instead. Second pass times can also be ana-
lyzed, which include the summation of all fixations in an interest area the
second time that a word was visited (including cases where the word was
skipped the first time around). In L2 studies, an important measure regard-
ing second pass times is regression-path duration, which represents the sum
of the fixation durations from the moment that the eyes visit a region during
the second pass reading until the eyes continue in the direction of read-
ing (right for English, left for Hebrew). Finally, total time refers to the
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summation of all durations in an interest area (e.g., adding the duration
times of “4,” “5” and “7” in Figure 9.1).

Godfroid (2019), which constitutes the most comprehensive methodo-
logical handbook and eye-tracking literature synthesis to date for L2 and
bilingualism research, tallied the types of measures used in eye-tracking
studies in 16 journals focusing on language learning and second language
acquisition (SLA). In her tally, she found that what she characterized as the
“big four durational measures” accounted for 84% of the measures used in
the studies she analyzed. These measures were total time (33% of all stud-
ies), gaze duration (24%), first fixation (17%), and regression-path duration
(13%). The rest of the studies (16%) used eight other measures, including
rereading time and second pass time. Although the measures mentioned so
far are the ones used in L2 studies, there are several more that can be used,
including saccade amplitude, skipping probability, or refixation probability.
As we have noted, this flexibility constitutes a clear advantage of eye-track-
ing over other methodologies because of the richness of the data we obtain.
However, this embarrassment of riches can have a downside.

By now you will have noticed that many of these measures are not exactly
unique but interrelated. Further, two (or more) measures might specify the
same latency magnitude in some cases. For instance, if we had chosen knight
instead of windmill as our interest area (Figure 9.1), the first fixation dura-
tion would be equal to the gaze duration. While measures are more cas-
ily distinguishable because they constitute either early vs. late measures (in
terms of their effects on processing), rescarchers such as Kliegl and Laubrock
(2017) have noted that reporting the results of interrelated measures can
lead to fallacious—yet statistically significant—effects. To avoid such adverse
consequences, many researchers are turning to open science practices such
as study pre-registration and registered reports, which require researchers
to document not only their instruments but also the analytical tools and
measures they use. These options can reduce publication bias while also
decreasing the chances of spurious effects, in part because they undergo a
process of peer review prior to data collection that reviews the explicit plans
for analysis. For a thorough discussion of the benefits of such practices, see
Marsden and Morgan-Short (2023).

9.3 Eye-tracking in the Visual World

Early psycholinguistic research discovered a remarkable link between eye
movements and linguistic processes (¢.g., Tanenhaus et al. 1995, 2000),
which Holmgqyist et al. (2011) identify as the Time-locking Hypothesis. This
hypothesis came about when researchers noted the exceptional speed with
which eyes could fixate on stimuli based on linguistic cues (around 220 ms).
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The speed of this is exceptional when we consider that simply launching a
saccade takes around 200 ms, a comparison that provides evidence of a tight
link between linguistic processing and eye movements. Thus, broadly, the
hypothesis proposes that eye movements are time-locked to linguistic and
cognitive processes. One of the most significant implications of this hypoth-
esis is what we can learn about linguistic processing over time: when we plot
the proportion of eye movements over time, we can infer the development
(the time-course) of the linguistic and cognitive processes associated with
the task (Holmqvist et al 2011: 199). Visual World studies capitalize on this
link because the most important measures derived from them are propor-
tions of fixations over time.

9.3.1 Representative studies

Visual World studies have been used to study a wide variety of lan-
guage-related processes and structures. One such process is lexical activa-
tion, which has been the focus of research with monolingual and bilingual
populations. An early example of such research is the work by Allopenna
et al. (1998), which we will use to exemplify a typical Visual World study.
Allopenna and colleagues were interested in researching the lexical activa-
tion of words when these were in competition with others that either shared
an onset (part of a cohort, e.g., beaker /v/ beetle), rhymed (e.g., beaker /v/
speaker), or constituted unrelated competitors (e.g., beaker /v/ carriage).
Participants were presented with pictures of the four objects (beaker, beetle,
speaker, and carringe) on a computer screen while they listened to a directive
which asked them to click on the object (and then drag it with the mouse).
One such directive was “Pick up the beaker.” Taking into consideration that
launching a saccade takes approximately 200 ms, the authors predicted that,
after that time, participants would direct their gaze at the potential objects
that would compete. The prediction was that beaker would complete with
beetle at first, but once the coda (ker) appeared, competition with beetle
should drop. The results of the study (Experiment 1) indeed showed the
effects of the cohort word (beetle) and, later, of the rhyming word (speaker).
Importantly for our purposes, these results echoed computer simulations,
showing evidence that the time-course of eye movements (the proportion
of fixations) matched existing models of lexical activation.

In bilingualism research, Visual World studies have also been used to
investigate whether L2 learners can anticipate (or predict) upcoming linguis-
tic material like L1 speakers do. In Case Study Box 9.1, we have presented
the details of an eye-tracking study conducted by Hopp and Lemmerth
(2018), which focused on whether learners could predict the gender of an
upcoming segment using lexical and syntactic cues.



Eye-tracking 127

Case Study Box 9.1: Hopp and Lemmerth (2018)

Research question: Hopp and Lemmerth (2018) investigated adult L2 learn-
ers of German (L1 Russian) to determine whether they could use gender
cues predictably (that is, whether they could anticipate the gender of an
upcoming segment). Lexical congruency was investigated because, although
Russian and German both have a tripartite gender-class distinction (mascu-
line, feminine, and neuter), nouns typically differ in terms of their gender
assignment in both languages. Syntactic congruency was investigated because
prior evidence shows that the placement of gender markings can affect pro-
cessing (e.g., Tokowicz & MacWhinney 2005), and Russian and German dif-
fer regarding the placement of gender marking (i.e., postnominal suffixes in
Russian, prenominal determiners in German). Given the wealth of evidence
showing that proficiency plays a role during online processing, the authors
also investigated the effects of L2 proficiency on processing.

Task (only the eye-tracking task is reported here): The authors used
eye-tracking within the Visual World Paradigm. Participants’ gaze was di-
rected at a fixation cross. Then, participants heard experimental stimuli after
a sound signal while their eye movements were recorded. The design was
2 x 2 x 2, with Condition (article/adjective), Congruency (congruent/incongru-
ent), and Type (different gender/same gender) as factors, counterbalanced in
the stimuli.

Stimuli selection: German stimuli were embedded in a question that in-
cluded gender marking either in the determiner (Wo ist der/die/das gelbe
[noun]? “Where is the |, cemmeurer YEIIOW (noun)?”) or the adjective (Wo ist
ein kleiner/s gelber [noun]? “Where is a small .. e Yellow (noun)?”).
Pictures included 100 experimental nouns and 145 fillers (pretested). All ob-
jects were colored (red, green, yellow, & blue).

Participants: 24 L1 Russian adult learners of L2 German and 15 German
native speakers (NSs) of German. Participants completed two different pro-
ficiency measures focusing on lexical and grammatical knowledge (Goethe
Institut placement test and LexTALE-gr), which the authors used to compute
a composite score.

Results: L2 learners, overall, showed evidence of exploiting gender informa-
tion to predict the gender of the upcoming noun (although at lower levels
than L1 speakers), but only in the adjective condition (as a group). Proficiency
and Congruency also modulated fixation proportion times, such that ad-
vanced learners could, like L1 speakers, use the information from both the
genders and the determiners predictively.
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FIGURE9.3 Sample display (determiner + same condition) (yellow objects
have the same gender; green object is a distractor and a different
gender). Reproduced with permission.

As you can see in Figure 9.3 within Case Study Box 9.1, the researchers
presented four stimuli neatly arranged in four quadrants, which is a rather
typical setup for Visual World studies, but not the only one. Kamide et al.
(2003), for instance, used a more naturalistic Visual World setup when stud-
ying (verb) subcategorization differences (intransitive vs. transitive verbs).

9.3.2 How to create stimuli?

As in the case of the latency-based methods we discussed in the previous
chapter, stimuli must be carefully constructed since means are collapsed by
condition (across items). In the case of Visual World studies, researchers
manipulate both visual input (images on the screen) and auditory input
(recorded sentences that play while participants scan the screen); both
inputs have different requirements and best practices.

Because what is measured in Visual World studies is (listening) com-
prehension, researchers must avoid any aspect of the Visual World that
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would draw attention to itself imdependently of the (auditory) linguistic
signal. Thus, researchers control aspects of the images shown, such as size,
color, style, location, ease of identifiability, or any other aspects that could
bring about unexpected or unplanned visual salience to any image. For this
reason, many researchers using the Visual World conduct norming stud-
ies to determine whether participants can indeed associate the visual stim-
uli with the intended referents as to avoid confounding factors related to
defects or peculiarities in the visual stimuli.® Alternatively, they can use data-
bases already including normed images, many of which are publicly available
(see, for example, Godfroid 2019; Souza et al. 2020). Godfroid (2019)
further notes that researchers should attempt to rotate images such that
reference /experimental items in one trial might be fillers /distractors in oth-
ers. If researchers are using quadrants (such as the research in Case Study
Box 9.1), she also recommends rotating the pictures so that no one picture
always appears in a given (x, y) coordinate. Finally, she urges researchers
to consider other aspects of the visual presentation, such as whether par-
ticipants can preview the visual materials or whether a fixation cross should
appear at the outset of trials.

A final practice echoes the discussions we touched upon in Chapter 8.
Because of the type of experimental design used in these types of measures,
we can only obtain results that speak to differences as compared to a control
condition. Thus, researchers ensure that the only differences among trials
are those manipulated by the experimenter. If the researcher is interested in
differences related to the acoustic signal (the recording played), the images
should stay constant. (If, conversely, the researcher would be hypothetically
interested in differences related to changes in the visual display, the auditory
signal should remain constant among conditions). This consideration is of
extreme importance because any effects related to differences between items
could potentially constitute a mediating factor that could not be accounted
for in the analysis.

As with the visual stimuli, researchers must ensure clarity in their mate-
rials, which for audio materials involve myriad considerations regarding
the speaker (e.g., the speed with which they talk, their native dialect (and
accent)), the materials themselves (e.g., the frequency of lexical items, suit-
ability in context, use of regional language), or the audio setup (e.g., signal
clarity, volume). A special concern involves the presence of suprasegmental
information in the audio stimuli (e.g., prosody), since languages convey
a great variety of information through these means (e.g., the information
structure of a given phrase or clause). All audio materials should typi-
cally be recorded during the same session to avoid trivial differences that
might cue participants to notice patterns that are not related to the experi-
mental manipulation (e.g., background noise or a speaker being hoarse).
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Having said all this, however, stimuli are typically further processed to ensure
evenness in terms of amplitude (volume) or to filter background noise
(e.g., noise from the air conditioning of the room).

9.4 Eye-tracking with text (Reading Studies)

Because we have so far discussed the Visual World and Reading paradigms
as different “flavors” of eye-tracking, one could get the impression that
both methods share more commonalities than not. However, this impres-
sion would not be exactly accurate, as will soon be evident, because these
methodology strands are distinct in ways that affect the types of research
questions that can be answered, the main units of analysis, or even the con-
structs measured, to name just a few crucial differences. In fact, Boland
(2004: 51) believes that Visual World and Reading paradigms are so distinct
that using the eye-tracking label for both “is almost a misnomer.” Bolan’s
logic, summarized below, is that these paradigms gauge essentially different
constructs.

Visual World studies measure (listening) comprebension by measuring the
proportion of fixations (or the speed of such fixations) on objects that are
referenced in the (audio) linguistic signal. Often, the goal is to draw (indi-
rect) inferences about the participants’ linguistic representations based on
these proportions. Reading Studies, on the other hand, can provide highly
accurate temporal measures of processing difficulties in a more direct way
because these can be gauged at the precise region predicted to provoke
them. In fact, evidence from Reading Studies (using both eye-tracking and
self-paced reading) have shown clear findings linking reading times to fac-
tors such as word length, frequency, or predictability in context.

By now we know that there are a great number of measures that can be
used in Reading Studies, including gaze duration, first fixation, total time,
or regression-pass duration. At the present time, however, there is no broad
consensus on how these measures are linked to distinct cognitive processes,
although broad assumptions can be inferred (i.e., longer reading times indi-
cate processing difficulties of one sort or another)—a state of affairs that can
complicate (or limit) the interpretations we can draw from the data. A fur-
ther complicating factor is also one of the most appealing aspects of Reading
Studies: the fact that there exist multiple measures that can be drawn from
the same data set. Boland (2004 ) reminds us, however, that these measures
are not truly independent because these units of measure are all computed
from two basic eye-movement measures: fixation duration and directional-
ity (forward vs. regression). For this reason, she argues that there is much
to be learned from studies that show divergent results among the different
measures analyzed.
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Godfroid’s (2019) overview of eye-tracking studies in bilingualism
research found that Reading Studies have been more common than Visual
World studies (£ = 52 and %k = 32, respectively). Further, she notes that
Reading Studies fell under five different strands: studies focusing on (a)
grammar, (b) the bilingual lexicon, (¢) instructed SLA, (d) subtitles, and
(e) assessment. Within the studies focusing on grammar, Godfroid found
a further quadripartite division according to the paradigm used. To wit,
anomaly paradigms (also referred to as violation paradigms) focus on read-
ing sentences that include ungrammaticalities or infelicities with the pur-
pose of determining whether learners display sensitivities to such violations.
Ambiguity resolution paradigms are predicated on sentences including
(global) syntactic ambiguities. Dependency paradigms measure the pro-
cessing of sentences that include long-distance dependencies, since these
are of theoretical importance to hypotheses such as the Shallow Structure
Hypothesis (Clahsen & Felser 20006). Finally, she identified studies that
included no anomalies or other such manipulations, which she characterizes
as studies using a non-violation paradigm.

In what follows, we provide an overview of a reading study focusing on
grammar and using the ambiguity paradigm. Case Study Box 9.2 shows this
research, which was conducted by Roberts et al. (2008).

Case Study Box 9.2: Roberts, Gullberg, and Indefrey (2008)

Research question: Roberts and colleagues investigated online pronoun
resolution in L2 Dutch, a non-null-subject language. By including learners of
two typologically different languages, the authors could determine whether
the L1 influenced real-time pronoun resolution. Speakers of null-subject lan-
guages (Turkish, in this case) were expected to show influences from their
L1, in which overt pronouns have distinct functions (e.g., contrast, topic shift)
since null pronouns are possible. Because speakers of non-null-subject lan-
guages (here, German) were not expected to experience L1 interference, the
authors did not predict differences between this subgroup and NSs.

Task: Eye-tracking with text, followed by an Acceptability Judgment task
and a Comprehension Questionnaire (not reported here). Participants were
asked to read stimuli including three sentences appearing on different lines: a
context, the target sentence, and an additional sentence (such as It’s a quiet
day.). The measures of interest were 5: first fixation, first pass, second pass,
total time, and proportion of regressions (Table 9.1).
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TABLE 9.1 Experimental design in Roberts et al. (2008)

(Transiated) context Experimental item Expected resolution
and potentinl antecedent

“The workers are in the ~ Terwijl Peter aan het werk  Local resolution
office.” is, eet hij een boterham. (he = Peter)
PLURAL NP “While Peter is working, he
is eating a sandwich.”
“The workers are in the ~ Terwijl Peter aan het werk  Disjoint resolution
office.” is, eten z#j een boterham. (They = the
PLURAL NP “While Peter is working, workers)
they are eating a
sandwich.”
“Peter and Hans are in -~ Terwijl Peter aan het werk  Optional resolution
the office.” is, eet hij een boterham.  (he = Paul or Hans)
TWO NPs “While Peter is working, he
is eating a sandwich.”

Stimuli selection: 24 experimental items were presented (along with 32
fillers) in a Latin Square including three conditions, which differed in terms
of the expected pronoun resolution: local, disjoint, or optional. Local and
Optional resolutions were expected to be easier for L1 speakers. After each
sentence, participants were asked a Y/N question.

Participants: 30 adult learners of L2 Dutch, divided by L1 (14 Turkish learn-
ers and 16 German learners), along with 30 adult native Dutch speakers.
Participants completed a proficiency test to ensure Turkish and German
speakers were matched for proficiency.

Results: First-pass measures (first fixation, first pass) yielded a main effect on
the group, since learners read more slowly than NSs. Later measures (sec-
ond pass, total time, and proportion of regressions) showed similar results
across both L2 groups, showing no evidence of L1 influence. Later measures
indicated interactions between group*(resolution) type. Both learner groups
spent more time in the Optional resolution condition, while L1 Dutch speak-
ers’ reading times were the lowest in this condition.

9.4.1 How to create stimuli?

If you are familiar with the creation of stimuli for tasks such as self-paced
reading, some of the directives on how to create stimuli might sound
very familiar. This shouldn’t be surprising because many of the findings in
the reading literature have resulted from researcher outcomes from both
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methods, which, by and large, have yielded similar findings (Mitchell 2004 ).
Thus, just as with self-paced reading, researchers should pay close attention
to the stimuli in terms of length (or phonological weight in syllables), fre-
quency, predictability in context, etc.

In Chapter 8, which focused on latency-based measures, we discussed
that researchers typically avoid placing critical regions either at the outset
or at the end of sentences, for different reasons. Placing material at the end
of sentences is typically avoided to bypass the so-called sentence wrap-up
effects. While the cognitive processes involved in sentence wrap-up are
not completely understood, there is an indication that this process entails
a substantial cognitive workload—especially for older adults (Payne &
Stine-Morrow 2012). Avoiding critical material at the outset is also recom-
mended for eye-tracking to avoid the area being skipped over, since readers
tend to skip words at the beginning of sentences.

The size of the area of interest also matters, since it has been shown,
using different methodologies, that short words get skipped often (e.g.,
Hollenstein et al. 2018). Defining an area of interest on a word with a single
letter (e.g., the article “a”) might yield a skipping rate that could complicate
the analysis. However, that particular article might be skipped for independ-
ent reasons. As mentioned earlier, frequency also must be considered, since
frequently used words get skipped more frequently (e.g., Brysbaert et al.
2005). Another factor to take into consideration is that word predictabil-
ity (independently of length) can also affect skipping rates (e.g., Drieghe
ct al. 2004). Because these factors are thought to operate independently,
a highly predictable short and frequent word might be particularly likely
to be skipped. Since functional elements (articles, clitics, auxiliaries) tend
to be short, frequent, and (depending on the context) highly predictable,
researchers should take special precautions when preparing materials focus-
ing on such functional items. For additional practical solutions to these
problems, see Godfroid (2019), who suggests using margins and double
spacing between lines and after periods to decrease the changes of a region
being skipped.

Spacing between letters (which varies by font type) is important because
of the effects of crowding (Pelli et al. 2004 ), meaning that the perception
of a letter is more difficult when surrounded by other letters. This issue
is typically addressed by using monospace fonts (fonts in which all let-
ters take up the same amount of visual space, such as Courier or Roboto).
Monospaced fonts have additional advantages. Since every letter has a fixed
width, researchers can calculate the number of letters that participants can
perceive in a fixation (the visual angle). Using monospaced fonts, however,
is not the only option. There exists research showing that font width does
not affect reading times (e.g., Minakata & Beier 2021), since readers quickly
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adapt to font styles and, as noted by Walker (2021), monospaced fonts are
representative of a typical print reading experience. This brief discussion,
however, does indicate that the choice of font type is not a trivial one.

Because our aim is not to provide an exhaustive methodological guide
to the preparation of materials, we do not cover every potential issue exten-
sively. However, we hope that this brief introduction will be helpful when
considering eye-tracking with text as a methodology.

9.5 Summary

In this chapter, we have discussed the two main experimental paradigms
that can be used in eye-tracking research, which determines where partici-
pants look as well as other characteristics of eye movements to study (the
time-course of) linguistic processing. The main two paradigms (Reading
Studies vs. Visual World studies) differ in their methodological procedures
and also in the types of research questions that can be addressed with them.
We also reviewed a great variety of eye-movement measures, including first
fixations, regressions, first and second pass, or total time, which derive from
two basic measures: fixation duration and directionality (forward, regres-
sion). Finally, we surveyed sample studies from both Visual World and
Reading Studies, while reviewing some of the most important aspects of
stimuli design.

9.6 Discussion questions

1 How do the methodologies of Reading Studies and the Visual World
Paradigm in eye-tracking research provide distinct insights into language
processing, particularly in SLA?

2 In what ways can eye-tracking data challenge existing theories in psycho-
linguistics and bilingual language processing? Think of the hypotheses
we have discussed so far or others that you may be aware of.

3 Discuss the implications of the eye-mind hypothesis in eye-tracking
research. How does this concept help in understanding the cognitive
processes underlying language comprehension?

4 Considering the methodological complexities of eye-tracking research,
what are some additional key factors to consider when designing an
eye-tracking study in the context of language acquisition and bilingualism?

Notes

1 For a discussion on potential neurological limitations regarding the eye—mind
link, see Reichle and Reingold (2013).
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2 When talking about scanning a visual scene, we speak of a field of view, or region
of effective vision, instead of a perceptual span (Rayner & Castelhano 2007).

3 For more information regarding the importance of norming procedures when
using visual stimuli, see Souza et al. (2020).

Further reading

Godfroid, A. (2019). Eye tracking in second language acquisition and bilingualism:
A researvch synthesis and methodological guide. New York: Routledge.
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EVENT-RELATED POTENTIALS

10.1 Introduction

In his book The Language Instinct, cognitive psychologist Stephen Pinker
said, somewhat facetiously, that humans “have no right to be as good at sen-
tence understanding as they are. Not only can they solve a viciously complex
task, but they solve it fast” (Pinker 1994: 194). Joking aside, however, Pinker
is right to be astounded: we have seen that sentence comprehension is a sin-
gularly complex process that transpires at such velocity that we measure it in
milliseconds. This processing speed explains, at least in part, why language
researchers need methods that can measure how language is comprehended
in real time and why these methods have grown in popularity in the last three
decades. In the previous two chapters, we reviewed methodologies that have
high to very high temporal resolution. These methods measure reaction or
fixation times to linguistic stimuli, and they have been used to advance our
understanding of how humans can comprehend their first and second lan-
guages in such a speedy and accurate manner. In this chapter, we will survey
a method that can also have high temporal resolution and that can (non-
invasively) record activity in our brains: Event-Related Potentials (ERDPs).

10.2 Event-related potentials

10.2.1 Data that is elicited with the method

In a nutshell, the methodology known as ERPs produces measures of elec-
tric activity from the brain via electrodes (thin metal disks with wiring that
connect back to an amplifier and, eventually, to a computer) that are placed
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on a participant’s scalp. These recordings are possible because the specialized
cells in the brain called neurons have electrical properties (Bradley & Keil
2012). The recording of electrical activity in the brain is done via an elec-
troencephalogram (EEG), which can capture the electrical activity of (thou-
sands to millions) of neurons by tracking changes in voltage, called electrical
potentinls. Because this neural activity (i.e., changes in voltage) is always hap-
pening in our brains—regardless of whether we are awake or asleep—EEG
signals are continuous measures of these voltage changes (i.e., they record
unbroken, sustained brain activity). As with other psycholinguistic methods,
one advantage is that the methodology taps into more implicit processes,
such that participants do not have to produce language or make (metalin-
guistic) judgments about stimuli. For this reason, ERD is a relatively friendly
methodology to use with children. This is especially useful when research-
ers are interested in studying language in children who are too young to
produce language or make judgments about stimuli. Rispens and Krikhaar
(2010) note that studies have used babies that are just 48 hours old.

As we mentioned, one of the main advantages of these continuous EEG
signals is that their temporal resolution is extremely high (EEGs can sample
these voltages every millisecond), which can be useful to determine the
timing of cognitive processes such as real-time sentence processing, as we
will see later. The problem is that these continuous EEG signals, in their
raw forms, are composite measures that are too complex to be useful to
researchers of language or cognition. This is the case because EEG signals
reflect brain activity 2z general, without distinction of the different neural
processes associated with specific cognitive or linguistic events. So, what is a
(neuro)linguist interested in recording the correlates to linguistic events to
do? Enter ERPs, which are designed to do exactly that. ERDPs are created by
processing EEGs to extract brain responses that are time-locked to an event
(e.g., the presentation of a visual or auditory stimulus). What this means,
in more practical terms, is that when participants are exposed to a given
stimulus, this stimulus is marked with a code that tags it as an “event.” This
code indicates, in the EEG signal, when the stimulus was presented to the
participant. In any given experiment, many events can be coded, not only
the (onset of) stimuli that are presented to participants. If a participant is
asked to produce a response, for instance, the onset of this response is also
marked in the EEG signal. Indeed, one of the many advantages of using
ERPs is the variety of events that can be coded (and thus tied to the EEG
signal). The EEG signal is then processed to extract the electrical poten-
tials (the changes in voltage) associated with each event (hence the name:
Event-Related Potential).

We can see how, by tying the electrical responses of the brain to a spe-
cific stimulus, researchers can investigate temporal information about a
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wide array of cognitive and linguistic phenomena. To this end, research-
ers use epochs, a term that denotes a specific time window in the EEG
signal that is time-locked to a coded event. Importantly, these methodo-
logical innovations have allowed researchers using ERPs to investigate
what Bornkessel-Schlesewsky et al. (2016) called the “time course of sen-
tence processing”—a notion that has held an important place in linguistic-
cognitive theories of sentence processing as well as in theories that aim to
determine how information from different sources is integrated /processed.

As in the case of reading or fixation times, the ERPs associated with an
event during each trial are averaged. Before averaging across trials, however,
EEG data must be preprocessed so that artifacts that are not the focus of the
study (e.g., voltages associated with eye blinks, monitored by special elec-
trodes) can be filtered or rejected. These processes require a great deal of
expertise, as there are many parameters associated with filtering procedures,
the detection of artifacts, and the correction of the baseline to “maximize the
signal-to-noise ratio” (Morgan-Short & Tanner 2013), procedures which
will not be discussed here. Beyond data processing, we can note that the
average of epochs is done point-by-point such that graphs depicting ERPs
display the voltage fluctuations associated with the event over time. Typi-
cally, the averages of individual participants are averaged to create a “grand
average.” Averaging over trials is crucial because EEG recordings represent
composite measures of all brain activity. By averaging over many trials, the
brain activity that is not related to the event in question should be “washed
out,” leaving the activity associated with the stable event (Osterhout 2023).
Bradley and Keil (2012) note that averaging is important not only because
the EEG signal is “noisy” but also because the magnitude of EEG voltage
fluctuations can be on a scale of hundreds of volts, while the changes as-
sociated with events are typically “on the scale of several microvolts” (one
microvolt is a millionth part of a volt) (Bradley & Keil 2012: 79).

When taking part in an ERP experiment, participants must be prepared
for an EEG recording, which can be a somewhat time-consuming proce-
dure. Figure 10.1 (from Osterhout et al. 1997) illustrates a participant with
a cap that is connected to an amplifier. Amplifying the signal is necessary
because the electrical activity produced by neurons is relatively weak, espe-
cially since it is further dimmed when the signal travels through the skull,
the scalp, and other tissues. Once a participant is fitted with a cap, a con-
ductive gel is inserted into a small opening at each electrode. By filling the
gap between the electrode and the scalp, the gel improves the connectivity
between them, which effectively reduces the so-called electrical impedance
(resistance to the flow of the electrical current). Reducing this resistance is
important because impedance is negatively related to the strength of the
EEG signal (higher impedance means a weaker EEG signal).
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FIGURE 10.1 Hypothetical ERP waveform in response to a stimulus (from
Osterhout et al. 1997).

Once outfitted with their cap, participants typically sit in a sound-
attenuated booth in front of a computer screen, where they are asked to
read or listen to linguistic stimuli. Because of the noisiness of the ERP
signal, the number of items needed per condition tends to be several or-
ders of magnitude higher than for methodologies such as self-paced read-
ing. It is not uncommon to have 40-60 items per condition, for instance,
where self-paced reading studies can have 8-10 items per condition. Be-
cause ocular movements (saccades, blinks) are considered undesirable ar-
tifacts, written stimuli are typically presented at the center of the screen,
one word at a time in a technique known as rapid serial presentation
(Steinhauer 2014).

Figure 10.1 depicts a hypothetical ERP waveform in response to an au-
ditory or visual stimulus, which can have multiple “peaks.” ERPs, being
representations of electrical potentials, have negative and positive deflec-
tions. On the y-axis, we have the electrical potentials, which are measured in
microvolts (V). Note that, following electrophysiology conventions, nega-
tive tends to be plotted upward, while positive is usually plotted downward
(while common, this convention is not ironclad, however, and can vary
depending on the field or the researcher’s preference). On the x-axis, we
have time over milliseconds. Typically, a vertical line marks the onset of the
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relevant stimulus, as shown in Figure 10.1. Although this particular figure
does not include a depiction of the waveform &efore the onset of the stimu-
lus, typical language-related ERP studies include such a waveform for the
purposes of comparison.

As shown in Figure 10.1, waveforms can have multiple different peaks,
which can be positive or negative. A number of these peaks have been linked
to particular cognitive processes such that particular combinations of the
potential’s magnitude (positive or negative) and the timing (or latency) of
its peak are known ERP components. As we will see in some detail, com-
ponents are generally categorized regarding several dimensions: polarity
(negative or positive), latency (in milliseconds), amplitude (in microvolts),
and localization (scalp topography) (Rispens & Krikhaar 2010). One such
component, illustrated in Figure 10.1, is the N400, which is one of the
most well-known ERP components in linguistic research. This component
is characterized by a negative deflection in the ERP waveform that occurs
approximately 400 milliseconds after the onset of the visual or auditory
stimulus (hence the name). Before revealing why this component is so fa-
mous and how it has been interpreted and explained, however, a cautionary
note is needed.

Conceptually, researchers such as Luck (2005) have argued that la-
tency, polarity, and distribution are epiphenomenal or “superficial features”
that can be used to classify a component but do not “capture its essence”
(p. 66). While Luck acknowledges that these dimensions can be helpful in
classifying components, he advocates for researchers to think more con-
ceptually about components. To provide a more “operational” definition,
Luck (2005) modifies Donchin et al’s (1978) definition to define ERP
components as:

a set of voltage changes that are consistent with a single neural genera-
tor site and that systematically vary in amplitude across conditions, time,
individuals, and so forth. That is, an ERP component is a source of sys-
tematic and reliable variability in an ERP data set.

(Luck 2005: 68)

Furthermore, researchers such as Politzer-Ahles (2020) have urged lan-
guage researchers not to associate ERP components with distinct linguistic
modules, such as syntax, morphology, or pragmatics, because these brain
responses are not “uniquely attributed” to a given one (Politzer-Ahles
2020: 12). Hence, we cannot associate these components as a straightfor-
ward measure of the processing of a given linguistic structure. To illustrate
this point, Politzer-Ahles uses the following analogy to explain why a given
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index, such as the N400, cannot be taken to directly index a particular
structure, such as a scalar implicature.

We could think of the brain responses in such experiments as being like a
high-tech thermometer. A person who is sick might show a higher reading
on a thermometer than a person who is not sick. But this happens because
the sickness causes the person’s body temperature to rise and that tempera-
ture in turn affects the thermometer. A person observing the thermometer
reading is not directly observing the illness; rather, they are only observ-
ing a downstream consequence of it. In the same way, a person observing
N400 effects in an experiment is observing downstream consequences of
a pragmatic computation, rather than observing the computation itself.
(Politzer-Ahles 2020: 12)

Empirical evidence that the N400 does not index a particular linguistic
module or structure is extensive. Morgan-Short and Tanner (2013) have
noted that efforts to classify these components, which do not constitute
language-specific effects, as categorical identifiers of either semantic anom-
aly or syntactic ungrammaticality have failed, with a number of counterex-
amples available in the literature. Some early studies attempting to tease
out violations of different types (semantic, morphological, or syntactic; ¢.g.,
Friederici et al. 1993) have indeed identified different components for each,
but can find it difficult to disentangle from potentially mediating effects
(e.g., prosody). Morgan-Short and Tanner (2013) further point out that
some researchers have attempted to recast such interpretations, suggesting
instead that components such as the N400 and the P600, which we will
review below, are reflective of more general processes, like memory-based or
combinatorial processes. Osterhout et al. (2012), for instance, suggest view-
ing language processing functions within a framework of “streams of pro-
cessing,” in which information (e.g., visual information) gets separated at
the level of the cortex. These streams are assumed to be independent yet to
interact with others. If this proposal is on the right track, Osterhout and col-
leagues suggest that the ultimate goal would be to “identify the neural cir-
cuits that mediate these processing streams [ ...] to link the neurobiological
evidence with a psycholinguistic theory of language processing” (Osterhout
etal. 2012: 357). With these cautionary notes in mind, let’s review some of
the most important language-related ERP components and how they have
been interpreted, at least historically, starting with the N400 effect.

In linguistic research, the N400 effect has been generally taken to be
associated with the processing of meaning or semantic information, espe-
cially in response to a semantic anomaly or incongruity. This effect was first
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identified by Kutas and Hillyard (1980), who found evidence of the N400
effect when participants read sentences such as He took a sip from ... when
the word replacing the ellipsis was unexpected, thus representing either
moderate incongruity (...a waterfall) or strong incongruity (...a transmit-
ter). Most interestingly, Kutas and Hillyard found that the magnitude of
the amplitude of the N400 component was positively related to the type of
incongruity. In other words, the effect was smaller in cases of moderate in-
congruity (He took a sip from a waterfall), where the word was unexpected
yet technically possible, and larger in cases of strong incongruity (He took
a sip from a transmitter), where the last word would have been completely
inconsistent or unexpected, given the preceding context.

At this point, we should briefly touch upon a difference in terminology.
At the outset of the chapter, we talked about an ERP component, which we
defined as a negative deflection in the waveform around the 400-millisecond
mark after the onset of the presentation of the stimulus. This component
tends to be present when participants process any meaningful (linguistic)
stimulus (Morgan-Short & Tanner 2013: 132). When we discussed the
landmark study by Kutas and Hillyard (1980), however, we mentioned an
ERP effect. At this point, you might be wondering what the difference be-
tween an N400 component and an N400 effect consists of, exactly. As is the
case with methodologies such as self-paced reading, discussed in Chapter 8,
we understand the magnitude of the effect of ungrammaticality or infelic-
ity only in reference to a control condition. Thus, N400 effects refer to the
magnitude changes in amplitude between specific conditions, which typi-
cally reflect different language stimuli or contexts. Thus, it is often the case
that the important measure is the effect (that is, the difference between the
experimental and control conditions) and not the component (the latency
of the waveform’s peak) that is of interest to language researchers.

An early review of the conditions eliciting the N400 effect in linguistic
studies (Kutas & Van Petten 1998: 144) noted what is now well known
about the N400, which is that it is an “extremely robust component” that
has been elicited with semantic anomalies, be it with visual or auditory pres-
entations, across multiple languages. Furthermore, it has been noted for
being a “remarkably stable” effect in terms of its latency, since the timing
across experiments and languages appears to be consistent (Rommers &
Federmeier 2018: 249). A more recent review of 30 years of rescarch on
the component (Kutas & Federmeier 2011) further reported that the N400
has been found to be modulated by factors such as a word’s frequency, con-
creteness, or semantic relatedness. Importantly, findings also show that this
effect appears when participants process not only the meaning of individual
words but also pragmatic anomalies (see van Berkum 2009 for review).
Miller and Rothman (2020) caution researchers to take into consideration
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methodological design issues when interpreting effects such as the N400.
Since the N400 can be modulated by the lexico-semantic relationship of
words, often measured by the frequency with which these lexical elements
occur or its Latent Semantic Analysis (LSA) value, it is important to dis-
tinguish whether the main effects are attenuated (or exacerbated) by LSA
values.? Overall, however, the N400 effect is still largely thought to reflect
the ease or difficulty of accessing and integrating semantic and pragmatic
information during language processing.

The second most well-known ERP component in linguistic research is
known as the P600. As you may now have guessed, the P600 component
signals a positive deflection in the ERP waveform that is typically visible
around 600 milliseconds after the onset of the stimulus, as illustrated in
Figure 10.1. Unlike the N400 effect, however, the P600 tends to last longer
and to not be as stable in terms of the latency of its peak. In fact, this com-
ponent does not always have a single clearly identifiable peak, since the
magnitude of the amplitude (and latency) of the P600 has been found to
vary depending on the nature of the anomaly and the task demands of the
experimental paradigm (Rommers & Federmeier 2018).

Early on, the P600 effect was elicited when participants were exposed
to ungrammaticalities or other syntactic violations, such as subcategoriza-
tion violations. Osterhout and Holcomb (1993), for example, evoked the
component using sentences that have been found to induce garden path
effects such as The broker persuaded the investor to sell the stock vs. The broker
persuaded to sell the stock was sent to jail. Note that in the second sentence,
readers typically show difficulty because they (mistakenly) interpret the verb
“persuaded” as being the main verb of the clause, leading them to reana-
lyze the sentence when they encounter the prepositional phrase “to sell the
stock.” Friederici et al. (1996) also elicited P600 components with violations
of syntactic category in L1 German speakers (e.g., Das Metall wurde veredelt
von dem Goldschmied ... “The metal was refined by the goldsmith ...” vs. *
Das Metall wurde zur veredelt von dem Goldschmied ... “The metal was for
refined by the goldsmith ...”). Other conditions that have been associated
with the effect include morphosyntactic violations of agreement (e.g., White
et al. 2012) or tense morphology. Although the P600 effect has typically
been associated with syntactic reanalysis, Kaan et al. (2000) have suggested
that the P600 component is not only associated with reanalysis but indexes
a more generalized difficulty with syntactic integration processes.

Although, as we have seen, the difference between the N400 and P600
components has blurred somewhat in more recent studies, early evidence
that the N400 and P600 effects are distinct came from studies like Fried-
erici et al. (1993), which investigated whether the processing of semantic,
morphological, or syntactic information evinced distinct patterns in terms
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of the temporal and topographical characteristics of the evoked potentials.
Friederici et al. (1993) had participants read sentences in their L1 (German),
comparing an auxiliary verb in four different conditions: no anomalies (e.g.,
Der Finder wurde belobnt, ‘The finder was rewarded’), semantic anomalies
containing a selectional restriction violation (e.g., Die Wolke wurde begra-
ben, “The cloud was buried”), morphosyntactic violations (e.g., Das Parkett
wurde bohnere, “The parquet [wood flooring] was polish’), or syntactic vio-
lations (e.g., Der Freund wurde im besucht, “The friend was in the visited”).
While the semantic anomaly condition evoked an N400 effect, the morpho-
syntactic violation elicited an early negativity followed by a late positivity.

These results notwithstanding, we have learned that many researchers
of the neurobiology of language who have studied the incremental nature
of sentence processing emphasize that the field has not reached a “truly
neurobiologically grounded perspective” just yet (Bornkessel-Schlesewsky
ct al. 2016: 615). However, as we mentioned earlier, one of the insights
emerging from this research is that ERP components such as the N400 and
the P600 are not specifically linked to any particular linguistic or cognitive
operations. As a result, Bornkessel-Schlesewsky et al. (2016) note that an
increasing number of researchers are adopting more “general mechanistic
interpretations” of these components and thus avoid emphasizing the dis-
tinction between them. They also highlight that a second important insight
that emerges from the research is the importance of predictive (top-down)
processes, which they note is compatible with assumptions of “hierarchically
organized neural architecture” (p. 615), which is particularly interesting
to consider in the light of recent trends in bilingualism research (see, e.g.,
Kaan 2014).

Up until this point, we have talked about the temporal acuity of the
ERP technique, but we have not talked much about information regard-
ing (scalp) topography. This is because, although ERPs offer good tempo-
ral resolution, there are important limitations when researchers attempt to
obtain spatial information. As Luck (2005) notes, if we have evidence of
voltage distribution from the scalp, researchers cannot pinpoint, with full
certainty, where the effect was generated. Nevertheless, Morgan-Short and
Tanner (2013) note that topographical information can be useful since,
when it is coupled with information about the conditions giving rise to
the effects, it can help determine whether effects that share certain char-
acteristics, such as the N400 and the Left Anterior Negativity, are indeed
distinct effects, potentially linked to different components. In addition,
methodologies such as magnetoencephalography (MEG) can be used for
this purpose, since this methodology retains the temporal acuity of EEGs,
but can also identify source location with much more precision (Rommers
& Federmeier 2018).




Event-related potentials 145

Within GenSLA studies, most investigations focusing on sentence process-
ing have tested hypotheses that make predictions based on theoretically prin-
cipled distinctions. For instance, the Interpretability Hypothesis (Tsimpli &
Dimitrakopoulou 2007; Tsimpli & Mastropavlou 2007) is based on the theo-
retical distinction between interpretable features—features with semantic con-
tent that play a part in the interpretation of a sentence—and uninterpretable
features—formal features that are relevant only for the syntactic derivation.?
To exemplify, Tsimpli and Mastropavlou note that interpretable features in-
clude [definiteness], @-features on nouns (person, number, gender), or [ wh|
features in interrogatives, while @-features on verbs and adjectives and case
(e.g., accusative, dative) are uninterpretable. Based on this distinction, the
Interpretability Hypothesis predicts that learners whose L1 does not instanti-
ate a given uninterpretable feature will not be able to acquire it in their L2.
Interpretable features, on the other hand, should pose no insurmountable dif-
ficulty. Crucially, because the Interpretability Hypothesis proposes that learn-
ers can use compensatory strategies when uninterpretable features are not
properly analyzed, online methodologies can be elucidating since these can
measure processing in real time. Case Study Box 10.1 presents an exemplary
ERP study that tests the Interpretability Hypothesis and examines the pro-
cessing of gender and number in L2 Spanish (Gabriele et al. 2021).

Case Study Box 10.1: Gabriele et al. (2021)

Research question: Gabriele et al. studied the processing of number and
gender agreement in L2 Spanish by English native speakers. This compari-
son is particularly interesting because, while the L1 (English) displays number
agreement, the gender agreement is unique to the L2 (Spanish). The authors
test the Interpretability Hypothesis, which proposes that uninterpretable
features that are not instantiated in the L1 (such as those involved in number
and gender agreement) will pose insurmountable challenges to L2 learners.
The authors also tested whether the sensitivity to grammatical violations
(expected to be indexed by P600 effects) was related to performance in an
Acceptability Judgment Task and an oral production task. Finally, they tested
whether individual-level abilities (verbal and nonverbal) could predict perfor-
mance across the three experimental tasks (ERPs, GJT, production).

Task: ERPs focusing on agreement, an oral production task, was adminis-
tered. ERPs were obtained multiple times to examine development longi-
tudinally (three times for beginning learners; at two months, six months,
and eight months of continued Spanish instruction; intermediate learners
were tested two times, at two months and six months of continued Spanish
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TABLE 10.1 Experimental design (for ERP experiment) in Gabriele et al.

(2021)
Subject=Verb (number Noun—Adjective (number
agreement) and gender agreement)
Gram. El obispo catélico medita... El laboratorio es modern...
The catholic bishop meditates...  The lab is modern (SG)...
Ungram. *El obispo catélico meditan...  *El laboratorio es
(number)  The catholic bishop meditate ... modernos...
The lab is modern (PL)...
Ungram. *El laboratorio es
(gender) moderna...

The lab is modern (FEM)...

instruction). Participants also completed a battery of individual-level meas-
ures (including measures of Working Memory) (Table 10.1).

Stimuli selection: ERPs testing gender and number agreement under three
agreement environments: Subject—Verb number agreement, Noun—Adjective
number agreement and Noun—Adjective gender agreement. For the Subject-
Verb agreement condition (which tested number agreement), 80 sentence
pairs were constructed; for the Noun—Adjective conditions (which tested
both number and gender agreement), stimuli consisted of 120 sentence tri-
plets. Both conditions (along with 40 grammatical fillers) were presented
in a Latin square (40 sentences per condition). Only third-person singular
subjects/nouns were used. Nouns and adjectives were all canonical (i.e., not
exceptions). After each sentence, participants were asked to rate the gram-
maticality of each stimulus.

Participants: Adult learners of L2 Spanish divided by language experience:
beginning-level learners (100-level classes; n = 23) and intermediate-level
learners (200-level classes; n = 29). L2 data was compared against L1 data
from an analogous study (Bond et al. 2011).

Results: Both the beginning and intermediate L2 groups evinced P600 ef-
fects for number violations (in both Subject-Verb and Noun—-Adjective
conditions). P600 effects for gender, however, were only significant for
the intermediate L2 group. Performance in the oral production task (for
Subject-Verb agreement and Noun—Adjective agreement) was related to
larger P600 effects in the ERP experiment. Finally, Working Memory was the
only significant predictor for Noun—Adjective (number) violations; the rela-
tionship with Noun—Adjective (gender) violations was marginal but trending
in the right direction.
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10.3 Conclusion

As we have seen, ERPs is a methodology that offers undeniable advantages
to researchers in terms of the temporal definition that can be obtained. It af-
fords researchers the opportunity to investigate the time course of language
processing, providing them with neurophysiological information regarding
language processing at several levels (words, segments, sentences, or even
longer discourse), while doing so non-invasively. They should be attempted
only after substantial training in a neurolinguistic laboratory, since ERP cor-
rect implementation involves a lot of technical requirements.

10.4 Discussion questions

1 Although many of the studies that we have described in this and other
chapters include more than one experiment, we have not talked in
much detail about method triangulation (the use of multiple methods
to answer a research question; see Hoot et al. 2020 for a discussion
regarding triangulation types). What advantages do you believe that tri-
angulation can offer, specifically when it comes to ERDP research? What
kinds of research questions do you believe require the use of method
triangulation?

2 We have seen that the EEG technique can be used with a variety of popu-
lations since the stimuli can be auditory or visual (text or images) or
even include video clips. However, an important caveat is the technique
does restrict certain stimuli or presentations that generate eye-movement
artifacts (saccades, blinks, etc.). How do you think that researchers can
address these constraints? Can you think of research that cannot be con-
ducted with this method because of these restrictions?

Notes

1 An important issue that Bornkessel-Schlesewsky et al. (2016) raise is that these
“information sources” are typically thought of in terms of units that are relevant
to linguistics subdomains (e.g., phonology, syntax, or semantics). However, they
note that “the utility of such concepts for the neurobiology of language is con-
siderably less clear” (p. 607). The reader is referred to their chapter for more
information regarding this view.

2 Latent semantic analysis (LSA) is a technique in natural language processing;
more specifically, in distributional semantics. It analyzes relationships between
a set of documents and the words they contain. LSA assumes that words that
are close in meaning will occur in similar pieces of text (that is, have similar
distribution).

3 This hypothesis was the theoretical foundation of the studies reviewed in
Box 5.2, although we did not emphasize the theory there. However, the theo-
retical distinction is crucial in the studies testing the Interpretability Hypothesis.
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11

PRODUCTION TASKS

11.1 Introduction

This chapter presents oral and written production elicitation tasks used
to investigate a specific research question in a single study. There are
also large collections of speech samples, known as learner corpora, which
are shared among researchers and can be used to suit varied theoretical
agendas.! Different production tasks have been employed, ranging from free
narratives and interviews to very controlled tasks designed according to a
set of variables. In this latter type of task, participants are prompted to pro-
duce structures from one word to whole sentences in length.

This chapter shows that production data, much like acceptability tasks,
can be very useful in investigating grammatical competence as well as
implicit knowledge. Oral and written data can also reveal when a particular
structure starts to be produced, whether target forms are used appropriately
in different contexts and how the meaning of those forms develops.

Production tasks are quite versatile and can be easily adapted to suit
different research questions. They are often combined with interpretation/
introspective tasks to elicit different types of evidence on the use of one
single structure. Some of the main theoretical debates in GenSLA research
have been elucidated by studies using production data, in particular samples
of spontaneous speech from bilingual children and adult learners. For ex-
ample, Lardiere (1998a) used oral production data from an adult Chinese
immigrant learner of English called Patty to show that although she does
not always produce the morphological expression of past tense in English
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(i.e., the -ed ending of verbs), her near-native grammar has the full syntactic
representation of the functional category of Tense.

Production tasks can elicit either oral or written data. Which one is more
appropriate depends on several factors, including the research question
and the overall goal of the study. Some studies (e.g., Sanz 1997; Perpinin
2013) have found that participants show better results in written tasks,
partly because speaking in real time utilizes more computational resources
and puts more pressure on the participants. Different oral tasks have been
found to yield different results as well (see Dominguez 2019). For instance,
Dominguez and Arche (2022) examined oral data from English learners
of Spanish which completed three oral tasks (a paired discussion task, an
interview with a researcher and a picture-based narrative). The examina-
tion of the use of null and overt subjects showed that these tasks vary in
their success in eliciting the target forms for all participants (native Spanish
speakers as well as learners). Careful consideration of the type of produc-
tion task to be used is necessary when including oral elicitation tasks in the
design of a study.

11.2 Open-ended, naturalistic production tasks

These tasks involve very little researcher manipulation and are relatively
straightforward to design. The goal is to elicit oral or written productions
which are as natural as possible, often to investigate what speakers can pro-
duce at that specific time or whether the use of a particular form changes
over a set period. These tasks can be valuable when the goal is to pro-
duce a wider range of structures and forms. Another advantage of using
open-ended tasks is that they allow researchers to observe innovations and
new forms emerging in the data.

Longitudinal studies investigating spontaneous speech are common in
both monolingual and bilingual child language studies, including those
investigating L2 child acquisition. The children are often audio-recorded
while engaged in daily activities at set intervals (i.c., every two weeks, every
month, every three months, etc.) and recording can take place for months or
even years. These data are suitable for gaining insights into when a particu-
lar form emerges and whether it is used consistently or not (what is known
as “optional or variable use”). Often, studies combine production data, es-
pecially if naturalistic, with acceptability data which are obtained through
experimentally controlled tasks and target speakers’ intuitions. Spontaneous
productions can be analyzed both quantitatively and qualitatively.

Studies which investigate oral production in older children and adults
often employ the interview technique between a bilingual speaker and an
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investigator to stimulate free conversation. The interview can be semi-
structured if the investigator uses a set of predetermined questions to guide
the conversation. The interview elicits open-ended answers and typical
questions often require the participants to describe their everyday lives,
their families or some past experiences. If the investigator is interested in
eliciting specific structures, (e.g., verbs in the past tense), it is important to
include questions that would prompt participants to use the past tense in
their answers (e.g., asking about their last holiday, some activities they liked
doing as a child and what they did last weekend).

Whether a spontaneous production task (which elicits open-ended an-
swers) is appropriate to answer a particular research question depends on
the target structure being investigated. These tasks can be valuable in elicit-
ing structures which are produced frequently such as articles, verbal end-
ings, canonical word order, null subjects or gender marking. However, they
may not be completely appropriate to investigate less frequent structures
such as wh-questions, negation or non-canonical word orders. For the latter
structures, controlled elicitation tasks (e.g., picture-based narratives or elic-
ited imitations) may be more suitable. These are reviewed in Section 11.5.

Many studies examining the use of uninflected verbal forms (termed
“root infinitives”) in child and adult L2 acquisition have used spontaneous
oral data to settle an important debate in GenSLA: namely, whether missing
inflectional forms are due to lack of syntactic knowledge or some problem
with accessing surface morphology (specifically, mapping the syntactic struc-
tures onto the appropriate surface forms). Studies which support a mapping
problem have used oral naturalistic speech to conclude that when L2 chil-
dren and adults use L2 verbs in the infinitive (e.g., Lucas eat cake), these
uninflected forms cannot be taken as evidence that the speakers lack the
appropriate functional category (i.e., Tense and Agreement). Such findings
provide evidence for the Missing Surface Inflection Hypothesis (Prévost &
White 2000) and the Missing Inflection Hypothesis (Haznedar & Schwartz
1997). These studies investigated speech productions of research partici-
pants from a variety of backgrounds, including Russian children learning
English (Ionin & Wexler 2002); a group of adult L2 learners of French and
German (Prévost & White 2000); one adult Chinese speaker of English
(Lardiere 1998a, 1998b); one Turkish child learning English (Haznedar &
Schwartz 1997) and one adult Turkish learner of German from Klein and
Perdue’s (1992) ESF oral corpus (Schwartz & Sprouse 1996). Key evidence
obtained by oral data revealed that the uninflected forms gradually disap-
pear, the incorrect use of null subjects seems to be an independent phe-
nomenon and, when tense /agreement morphology is produced, it is almost
always correct.?
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11.3 Coding and analysis

Oral data, especially if it is part of a large dataset, needs to be transcribed
and coded. The transcription can apply to a selection of the data or the
whole set and it can be as detailed as needed depending on the research
questions. How the data are coded can vary as well. Many studies have
made use of “obligatory contexts” to determine when target forms should
be supplied (see details in Pica 1983). The researcher first needs to identify
all the places where the target form is required in the standard variety of
the target language. For instance, in the English sentence I am cooking
dinner, there is one obligatory context for the use of the progressive ver-
bal marker -ing. Any inaccurate uses of -ing would be picked up by this
method, for instance, if participants produced I am cook instead. The use
of obligatory contexts allows researchers to determine how accurately L2
speakers use target forms and how much of the underlying grammar they
have acquired.

However, the obligatory context method has been criticized because it
does not consider that functional morphology may be used by speakers in
contexts where it is not needed in Standard English (e.g., the plural in one
more movies) (Pica 1983). This is an important objection since interlan-
guage grammars are known for variable use of forms as well as overgen-
eralizations. Researchers should also take these cases into account when
analyzing production data, including when coding.

Coding the transcribed /written data can be done in various ways accord-
ing to the specific research question. Some studies use a coding method in
which the numbers 0, 1 and 2 are given to each morpheme as in (1) (Pica
1983).

1 2 = morpheme supplied and it is correct (e.g., I am cooking)
1 = morpheme supplied but it is incorrect (e.g., I am cooked)
0 = no morpheme supplied (e.g., I am cook)

Other studies prefer a simpler binary coding system using just “1” for cor-
rect uses and “0” for all incorrect uses. This was the case in a study by
Albirini and Benmamoun (2014), which investigated L2 transfer effects
on four grammatical areas of Arabic (adjectives, plural nouns, the analytic
genitive and restrictive relative clauses) by eliciting oral data through three
different elicitation tasks. In one of these tasks, Egyptian and Palestinian
heritage speakers in the USA were audio recorded when talking about
themselves and their families.

Other studies prefer to present the results as averages and means of
use to show the number of times that a target form is used (or not) in an
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obligatory context. Let’s say there are 50 obligatory contexts for the use of
the English definite article and an L2 speaker has only produced it in 25
contexts. That means that the article has been correctly supplied 50% of the
time by this speaker. Reporting of percentages is useful as it allows for easy
comparison and analysis between more than one learner. However, this way
of presenting the results does not reveal much about whether the forms are
used appropriately in the correct contexts.

To examine appropriate use, further analyses are needed for each obliga-
tory use of the form. For instance, Ionin, Ko and Wexler (2004) carried out
a study to investigate the use of English definite and indefinite articles by
Korean and Russian learners, languages without articles. Their analysis was
based on the basic assumption that definiteness and specificity determine
the use of articles in languages with two articles, such as English which has
a [+definite] article (i.e., the) and a [—definite] article (i.e., #). Both articles
can be used in specific and non-specific contexts. The authors collected
data from two tasks, including a written production task, administered to
L1 Russian speakers and L1 Korean speakers learning English. The pro-
duction task was intended to elicit the production of articles in a relatively
natural setting. Learners were presented with five prompts and were invited
to answer with three to five sentences in an open-ended format, as they
were free to write what they wanted. It was important for the research team
to get a very good sense of what contexts were unambiguously definite
and indefinite. To achieve this, a group of native English speakers (coders)
saw all the contexts in which an article was used but with a blank space
replacing the form produced, so they did not have access to the actual pro-
ductions. The coders were asked to determine which of the contexts were
definite and which contexts were indefinite according to their judgment as
native speakers.

Many other studies have analyzed the use of forms across semantic and/
or pragmatic contexts to obtain a better insight into how much learners
know about the appropriate use of the target form. For instance, Dominguez
(2013) analyzed over 17 hours of learner recordings from English learners
of Spanish at three proficiency levels (beginner, intermediate and advanced).
The recordings were elicited through a semi-structured interview and were
part of the SPLLOC database (www.splloc.soton.ac.uk).? The researcher in-
vestigated the use of null and overt subjects in obligatory contexts as well
as whether each form had been used appropriately. An analysis of whether
a null or an overt pronoun was supplied in each possible context of use was
carried out. This allowed for a more accurate and detailed investigation of
the use of both forms in the interlanguage of the learners. This type of more
detailed analysis focusing on the distribution of forms can be easily adapted
to suit a wide range of target forms.
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11.4 Semi-controlled elicited narratives

Using prompts to elicit oral and written productions can be quite helpful
when investigating forms that are frequently used (see e.g., Ionin et al. 2004
in the previous section). Some tasks include asking participants to write a
mini-essay on a particular topic, describe a picture or a series of pictures or
finish a story after the beginning has been provided to them. Other prompts
for eliciting narratives could include a series of pictures without words or a
clip from a silent film. Such prompts ensure that participants can produce
free responses without the constraints that usually apply to highly manipu-
lated tasks such as acceptability tasks or some of the oral /written elicitation
tasks reviewed in Section 11.5 in this chapter. They are also preferred when
researchers are interested in examining samples that resemble what speakers
would produce in naturalistic speech.

Participants are often given the chance to examine the pictures available
to them, or watch a video clip, before the actual task commences. If the par-
ticipants are bilingual, they could be asked to do the task in both languages.
A vocabulary list can be prepared beforehand to help learners with words
they may not know, especially if they are beginners.

In this type of task, very little interaction between the participants and
the researcher is needed as, once the task is explained, they are left to com-
plete the task on their own. As in the case of longer oral productions, oral
narratives are audio-recorded and later transcribed to facilitate data analysis.
Although these tasks are not as free as open-ended tasks (i.e., interviews),
one advantage is that they prompt participants to produce a narrative with a
(semi)-fixed structure which facilitates comparisons across participant groups.

11.4.1 Picture-based elicitation

In this task, participants are asked to tell a story based on a series of pictures
which are used as prompts. This is a very common method of elicitation of
oral narratives as the pictures are easy to prepare, the task is easy to admin-
ister, and the pictures/story can suit a wide range of proficiencies. Because
there are no words presented to the participants, their production fully re-
lies on their knowledge of the target language.

Once participants are ready to start the task, the investigator provides
clear instructions, for example, “Now I would like you to tell me the story
using your own words.” The task ends after the participants finish telling the
story. In some cases, a short interview based on the story may follow. This
can provide the researcher with extra naturalistic data that can complement
the data already obtained through the story retelling.

One of the most widely used picture-based narrative elicitation tasks is
the Frog Story (Berman & Slobin 1994), based on the book Frog, Where
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Are You? written by Mercer Mayer (1969). The story has a basic narrative
structure using 24 pictures and shows events that are easy to understand,
so it is well-suited to collect data from children. This task has been used for
investigating multiple morphosyntactic structures and can suit an array of
research agendas.

Several studies have employed the “Nati y Pancho” story developed by
the SPLLOC project (www.splloc.soton.ac.uk) to investigate the acquisi-
tion of past tense forms in Spanish. The task was adapted from the story-
book Missing by Jonathan Langley ©Frances Lincoln (2000) which depicts
the story of Natalia who looks for her cat after he goes missing. To ensure
that past tense forms were used, the team included the following prompt
on the first page of the picture story: Todas las manianas evan iguales ‘Every
morning was the same’. The task has been used by researchers interested
in eliciting oral productions which contain past tense forms by L2 learners
and heritage speakers in an array of languages (see Arche & Dominguez
2024).

The level of engagement between the investigator and the participant
can vary across tasks. For instance, Bayram (2013) investigated the acquisi-
tion of passive structures (e.g., The exam is being taken by the students) in
Turkish by a group of heritage speakers in Germany. Since this is an infre-
quent structure in naturalistic speech, Bayram developed a picture-based
description task to force participants to use it. A series of pictures depicting
an action was used to engage participants in conversation. Some of the pic-
tures used are shown in Figure 11.1:

Bayram (2013: 120) describes a common interaction which can arise us-
ing this method as follows:

2 Researcher: What do you see in the first picture?
Participant: There is a small fish and a big fish.
Researcher: What is happening in the second picture?
Participant: The big fish sees the small fish.
Researcher: What is happening to the small fish in the third picture?
Participant: The small fish is being chased by the big fish.
Researcher: What is happening to the small fish in the fourth picture?
Participant: The small fish is being eaten by the big fish.

This elicitation method can facilitate obtaining useful data on the target
form as well as comparisons across experimental groups.

Researchers are free to choose whatever story or pictures they find suit-
able for the purpose of their own research. Using the Frog Story, or other
widely used tasks, is convenient if comparisons across populations and across
studies are necessary.
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FIGURE 11.1  Pictures used in the elicitation task in Bayram (2013).

11.4.2 Silent film elicitation

As with picture-based narratives, the goal is to encourage participants to
construct a narrative based on a visual prompt. When a silent film is used,
the task can become a recalling exercise since participants typically tell the
story based on a clip which they have just watched, but which is no longer
available to them. This contrasts with story-retelling tasks which use pic-
tures as prompts, as participants can still see the pictures when performing
the task. To avoid this, researchers can ask participants to watch the video
twice, asking them to retell the story as they watch the video the second
time (see Zyzik 2008). For some researchers, film-based retell tasks are pre-
terred over pictured-based ones, as using a set of pictures is regarded as too
artificial when the goal is to elicit spontaneous speech.

One silent film which has been widely used in second language acquisi-
tion research is “Modern Times” by Charles Chaplin (1936) and in particu-
lar the “Alone and Hungry” segment, which is around eight minutes long
and depicts a sequence of actions which are easy to recall and narrate. The
task can be used to elicit both oral and written narratives and participants
are allowed to watch the clip just once or multiple times. The researcher
often leaves the participant alone watching the film and then asks them to
describe what they saw (to make the retelling part of the task more realistic).
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As Bardovi-Harlig (2000: 201) explains, film-retell tasks can be useful
to “elicit comparable language samples across learners while maintaining
learner control over the construction of the narratives.” However, she also
notes some disadvantages, such as the fact that the number of tokens pro-
duced can vary across participants, making comparisons less straightforward.
It may also be the case that not all contexts in which the target form is used
are represented in the clip. This is why studies which have used story retells
often also combine them with experimental tasks manipulated to include all
the contexts which are relevant to the study (see Dominguez 2019).

11.5 Controlled production tasks

In this type of task, participants are prompted to elicit short answers which
reveal in a straightforward manner whether the target form is part of the
speaker’s grammar. Unlike open-ended tasks, which aim to elicit semi-
naturalistic productions, controlled tasks are manipulated so participants
are forced to use the target form in relevant contexts. The investigator
constructs these tasks based on variables, just like in comprehension tasks,
and the use of distracters is common as well. One advantage is that the
task ensures elicitation of the target structure, which can be an issue with
open-ended tasks. Researchers often use a binary coding system for the an-
swers: they give 1 if the answer is correct and 0 if incorrect.

There are many types of controlled production tasks (e.g., picture /video
description task, cloze test, sentence-completion task and forced imitation
task) which can be used to elicit oral or written data on a wide range of
grammatical structures (e.g., gender marking, articles, aspectual distinc-
tions, focus and prepositions). In all these tasks, the participants are given a
prompt (a picture, a short contextual text, a video clip, etc.) and are asked
to complete a sentence or choose a word which makes sense in that context.
The following subsections present some of these tasks in more detail.

11.5.1 Cloze test

Gap-filling or fill-in-the-blank tasks are also known as “cloze tests.” This
type of task is widely used to measure speakers’ proficiency in a second lan-
guage (Tremblay 2011) by presenting a text in the target language which
has every fifth (or sixth, seventh, etc.) word deleted. Participants provide
the missing word based on what they can understand from the textual and
linguistic cues available.

A recent study by Judy et al. (2023) employed a cloze task based on the
story of Goldilocks and the Three Bears (also used by Rothman 2008) to
investigate the effects of explicit instruction on the acquisition of Spanish
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aspectual distinctions. The test included 55 gaps targeting past tense verbs
in either preterit (perfective aspect) or imperfect (imperfective aspect). Each
gap showed participants the choice between the two possible forms, only
one being appropriate in that context. Example (3) shows a structure with
the target responses in bold. Each bracket includes a verb showing both
preterit and imperfective morphology:

3 Comoya(fue /era_)mediodia,los 0sos (se sentaron /se sentaban, )
pret mp pret imp
a comer.
‘As it was already midday, the bears sat down to eat.’

In this type of elicitation task, participants are forced to make a choice be-
tween the two available forms. Since this can be too metalinguistic (it clearly
draws attention to the form to be used and not the meaning of the sen-
tence), some researchers prefer to use prompts like pictures to elicit the
target words. For instance, to examine the acquisition of reflexive pronouns
in Spanish by L2 speakers and heritage speakers, Garcia-Tejada et al. (2023)
used an oral elicited production task which included a pair of pictures show-
ing a scene. An introductory text in Spanish explained the context behind
each set of pictures, as shown in (4) and in Figure 11.2:

4 Rosita and her mom are happily walking home. Suddenly, Rosita sees a
dog, starts crying and her mom says:

FIGURE 11.2 Prompt: “My little daughter, why (to scare)” from
Garcfa-Tejada, Cuza and Lustres Alonso (2023).

Each set of pictures was followed by an incomplete sentence as in Figure 11.2.
The participants had to fill the gap in each sentence with the correct form
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of the verb supplied in brackets based on the context and the action de-
picted in the pictures. In this example, the expected answer is “Why are you
getting scared” which in Spanish requires a reflexive pronoun (¢ Por qué te
asustast). If participants were influenced by English, they may prefer to use
Why are you scaved? instead, which does not require a reflexive pronoun in
Spanish (; Por qué estis asustada?). The researcher read the context and the
prompt in front of the participants using a rising intonation. As is typical in
this type of task, the oral responses were audio recorded and later analyzed
for accuracy (suppliance of the clitic was coded as 1 and absence of the clitic
was coded as 0).

11.5.2 Contextualized elicitation tasks targeting sentences

In this design, participants see a context followed by a question prompt-
ing them to produce a sentence which includes the target structure. The
context is key in providing the necessary cues to answer the question ap-
propriately. The context and prompt question can be provided orally as
in a study by Cuza and Frank (2015) which used a sentence-completion
task to investigate the acquisition of double complementizer questions in
Spanish. The task was administered to a group of advanced L2 learners of
Spanish and a group of Spanish heritage speakers and targeted sentences

asin (5):

5 a Ramén le dijo a Celina que dénde cend anoche.
‘Ramon asked Celina where she ate dinner last night.
b Rosa me pregunté (que) cuiando ibamos a salir.
‘Rosa asked me when we were going to go out.

The participants were asked to complete a sentence based on the informa-
tion provided in a short context, a preamble, as suggested by a prompt:

6 Preamble: Rosa le conté a Juan adénde fue de compras y Juan le dijo:
¢Cuando fuiste?
‘Rose told John where she went shopping, and John asked her: When
did you go?’
Prompt: Juan le dijo a Rosa ... ‘John asked Rose ...’
Target: que cudndo fue de compras “‘when she went shopping’
Non-Target: @ cudando fue de compras ‘when she went shopping’

In this type of task, the context can be quite short, often just a sentence as in
a study by Griiter et al. (2014). These authors used a written story continu-
ation task adapted from Rohde et al. (2006) to examine the acquisition of
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aspect by Japanese- and Korean-speaking learners of English. The minimal
information available to the learners consisted of one full sentence describ-
ing an action. The participants had to complete a second sentence which
only included a pronoun which could refer to any of the two people in-
volved in the action. Example (7) shows that the learners saw two pairs
of sentences with only one difference, whether the verb was perfective or
imperfective:

7 a Emily brought a drink to Melissa. (She) [perfective]
b Emily was bringing a drink to Melissa. (She) [imperfective]

In a different study, Tuniyan (2018) investigated the acquisition of definite-
ness and its expression through articles by Chinese and Russian learners of
English who are native speakers of languages with no articles. The partici-
pants completed a written sentence-completion task. They were given the
start of a story and were asked to continue each story by constructing sen-
tences using the words in parentheses as shown in example (8). They could
add any words they thought were needed. The words in parenthesis did not
include articles and the participants were not given any explicit instructions
about using articles.

8 Context sentence: It was Penny’s birthday last week, and her best friend
gave her a necklace.
Sentence to complete: (she be very happy) (she wear necklace straight
away)
Possible target answer: “She was very happy, so she wore the necklace
straight away.”

In this context, the participants are expected to produce the definite article
if this form is a part of their grammar. This task included contexts in which
the target form (articles in this study) is required, providing useful insights
on the acquisition of this form by L2 speakers.

11.5.3 Picture/video elicitation tasks

Participants are asked to describe what they see in a series of pictures or
video clips by means of short questions. The task aims to elicit short answers
which are expected to include the target form(s). The task can be used to
investigate a wide range of grammatical structures as well. For instance,
Montrul et al. (2013) investigated knowledge of gender agreement and its
interaction with diminutive formation. Diminutives in Spanish are nouns
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which denote small size and carry a suffix (e.g., -ito, -ita), which agrees in
gender features with determiners and adjectives, as in example (9):

9 El cochecito viejo

masc CarDIMfmnsc 01 masc

‘The little old car’

In this study, Spanish heritage speakers and L2 learners completed an oral
elicitation task based on a series of pictures which prompted participants
to use diminutives in their productions. The participants heard a record-
ing of a native speaker asking a question about the picture, typically the
location of an object in the format “What is there on top/under, to the
left/ to the right of an object?” The participants had to answer the ques-
tion naming the appropriate images and were explicitly told to use the
diminutive form when appropriate (i.e., when they had to answer about
the smaller image). The participants were asked to use sentences with an
indefinite determiner, a noun and an adjective of color, since all of these
need to agree in gender.

Using video clips, rather than pictures, Leal et al. (2018) developed a
similar task, a speeded oral production task, to investigate focus and word
order variation. The task elicited short sentences with a subject, a verb and
a direct object. The participants saw a short silent video clip which was
followed by a question about what happened in that clip. Participants an-
swered the question with a short sentence as if they were providing infor-
mation for someone who had not watched the video. Although participants
could answer freely, they were biased toward producing the expected an-
swer. Trying to elicit structures with different word orders is not easy, as the
task needs to cover all the appropriate contexts for each word order. This
video-based elicitation task was more natural than previous research which
had used written prompts (typically a context).

Case Study Box 11.1: Espirito Santo et al. (2023)

Research question: Relative clauses exist in both European Portuguese (EP)
and Chinese, but they vary with respect to whether they allow resumption
and wh-movement (e.g., This is the debate, that the politician mentioned __/it,

yesterday). EP shows overt wh-movement through two strategies, pied-piping
or movement with the deletion of the preposition. In Chinese, on the other
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hand, there is no conclusive evidence that wh-movement exists in preposi-
tional relative clauses, but a resumptive pronoun is required in this structure.
Can adult Chinese learners acquire movement properties in different relativization
strategies in Portuguese? Specifically, can they use resumptive relative clauses and
the appropriate pied-pipping strategies?

Task: Oral elicitation task. Participants saw a scenario (two pairs of pic-
tures) on a computer screen and some information describing each image.
This information was also read to the participants by a researcher. The
second picture showed a selection of the previous image followed by a
question which they had to answer as quickly as possible.* For instance,
participants saw a picture of a woman who dreamed of a watch. The second
picture showed a picture of just the watch followed by a question which
prompted them to elicit the target sentence “This is the watch.... Of which
Ana dreamt.”

Stimuli: 34 items, for a total of 68 scenarios (16 relative clause items and
18 non-relative clause items). The scenarios were randomly assigned to List
A or List B, the only difference being the order in which items appeared.
Half of the participants completed List A first and half completed List B
first.

Participants: 72 L1-Chinese learners of L2-EP (38 Mandarin speakers and
18 Cantonese speakers) and 30 native controls. 36 intermediate and 36 ad-
vanced learners.

Results: Unexpectedly, Chinese speakers did not transfer their full native
grammar since they did not resort to a non-movement account resolved
with resumptive pronouns, the strategy used in Chinese. This could be be-
cause they were intermediate and advanced learners with enough knowledge
and experience to help them resolve any L1 transfer issues. The participants
showed evidence of having acquired the properties of wh-movement, as they
consistently produced relative clauses with pied-piping and did not produce
resumptive pronouns, the option available in their L1.

Finally, Perpindn et al. (2020) used a map as a visual prompt in an oral
elicitation task. The target structure was a sentence with a copula (ser/estar
‘to be’) in Spanish and a prepositional phrase. The participants saw a map
of a city in a Spanish-speaking country which included pictures of notable
buildings (e.g., cinema, hospital, theatre, hotel, church, disco, university,
restaurant and stadium). The participants had to locate four objects and
four events on the map using the target structure.
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This section has shown that a wide range of formats can be used in con-
trolled production tasks. Careful consideration of the target structures and
contexts in which they should/should not appear is necessary. These tasks
can be used for eliciting insights into grammatical competence for a wide
range of properties.

11.6 Elicited imitation

The benefits of elicited imitation (EI) or repetition tasks have been widely
discussed by authors from various theoretical backgrounds (e.g., Bley-
Vroman & Chaudron 1994; Rebuschat & Mackay 2013; Perpindn 2013).°
In this oral elicitation task, participants are asked to repeat a word or words
which they hear aurally. There needs to be a controlled pause between the
input sentence and the start of the repetition. Participants are meant to
feel under pressure and are given a short period of time to produce the
repetition.

As Bley-Vroman and Chaudron (1994) and Rebuschat and Mackey
(2013) explain, it is assumed that accurate imitation is possible only if the
structures being imitated have been acquired. Any inaccuracies can, thus, be
useful to gain insights into the grammar of speakers. It is widely assumed
that EI can tap into implicit (procedural, nonconscious linguistic compe-
tence) knowledge (Ellis 2005; Erlam 2009; Bowles 2011), as learners can-
not solely rely on rote memorization or working memory to successfully
complete the task (see Erlam 2009). As Lei and Yan (2022) argue, since
the sentence that needs to be repeated exceeds the capacity of short-term
memory, imitation would be difficult without actual comprehension that
requires a speaker to draw on their long-term memory (and thus access
stored grammatical knowledge). This argument is supported by Munnich
et al. (1994), which attested to some convergence between EI tsks and Ac-
ceptability Judgment Tasks (AJT) (Flynn 1986). Using data from a group
of bilingual children, Dosi, Papadopoulou and Tsimpli (2016) also argue
that EI can reflect language ability and that more complex working memory
skills, rather than simple memory, are needed to complete this task.

Bowles (2011) clearly demonstrates that EI can access learners’ implicit
knowledge. This is part of a wider study testing Ellis’s (2005) battery of
tasks examining implicit and explicit knowledge. Bowles asked both 1.2 and
heritage speakers of Spanish to complete an imitation test, a narrative test,
a metalinguistic knowledge task and two types of AJTs (one timed and one
untimed). The results show that the L2 learner group achieved the highest
scores on the two tests which measured explicit knowledge (the metalin-
guistic knowledge test (72.4%), followed by the untimed AJT (66.9%)).
Interestingly, the heritage speakers’ results showed the opposite pattern, as



164 Methods typically used in GenSLA

their lowest scores were found in the metalinguistic knowledge task. This
pattern is consistent with the assumption that instructed learners perform
better on tasks where they can use explicit knowledge. Since heritage speak-
ers performed well in the EI task, we can assume that this is a task in which
minimal explicit knowledge is required.

According to Rebuschat and Mackey (2013), researchers need to take
into consideration the proficiency level of the participants when construct-
ing a sentence which needs to be repeated. These authors also indicate that
it is important that the pause between the end of the sentence and the start
of the repetition is sufficiently long and that the target structure or form is
in the appropriate position in the sentence, since the initial and final posi-
tions are typically more salient and easier to remember. Clear instructions
should be provided to the participants with details of what the task will en-
tail and when they will need to start speaking as the task is timed and there
is limited time to repeat each sentence.

An example of the use of an EI to investigate grammatical acquisition is
found in Chrabaszcz and Jiang (2014). The task was designed to investi-
gate whether a group of Spanish speakers and a group of Russian speakers
of English will show differences in their knowledge of the definite English
article in non-generic contexts (e.g., Fendi bought a car on Monday. On
Wednesday be crashed the car) (Chrabaszcz & Jiang 2014: 355). Spanish and
English both use an article in this context, whereas Russian does not. The
task was intended to show that the two learner groups would show differ-
ences due to the influence of their native language.

Participants saw a picture with a contextualizing sentence on a computer
screen. After that, they heard the target sentence which sometimes agreed
with the information depicted in the picture, but not always. After a pause
of 30 ms, the participants had to do two tasks: say whether they agree or dis-
agree with the target sentence they had just heard and repeat the sentence.
The agreement/disagreement response was included to make the elicita-
tion more meaning-focused and reconstructive and to ensure that implicit
knowledge was being accessed. Each target sentence was the appropriate
length so participants could not retain them in memory. Results showed
differences between the learning groups, supporting the authors’ prediction
that L1 influence is relevant for this grammatical structure.

To investigate the acquisition of relative clauses, which are infrequent in
the input, Bayram (2013) designed a task in which two almost identical pic-
tures were presented to a group of Turkish heritage speakers in Germany.
This task shares some features with EI tasks as the researcher plays an active
role by asking specific questions which include the target structure, as in (10):

10 Researcher: “In your picture, is there a man who is watering the tree?”
Participant: “Yes. In yours, is there a cat that is chasing the mouse?”
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This method prompts the participant to use a relative clause, the target
structure. Since the participant is engaged in conversation and is focusing
on meaning, there is less focus on applying metalinguistic knowledge.

11.7 Find/spot the difference between pictures

This task presents the participant with a pair of pictures which are mostly
identical, but which also show an obvious difference. The participant must
describe what is different, mostly unaided, as the difference is clearly detect-
able. The investigator can engage with the participant to mimic natural con-
versation. The EI task used in Byram (2013) (see Section 11.6) was part of a
spot-the-difference task in which participants had to describe the differences
between two pictures in a conversation with the investigator.

Spinner (2013) also employed a spot-the-difference task but allowed the
participants to answer freely. She investigated the acquisition of number
and gender in Swahili by speakers of English. English does not show gram-
matical gender morphologically, whereas Swahili encodes both number and
gender in one single nominal morpheme. The materials included pairs of
cards depicting the same scene but with some clear differences with respect
to color or size. Participants had to orally describe the difference between
the pictures. Some pictures depicted people performing an action which
prompted the elicitation of verbs. The responses were audio recorded and
transcribed. The target nouns and adjectives were chosen from the text-
books which the students used in their Swahili classes and included all the
gender classes in this language. The results indicated problems with plural
marking rather than gender, which can be explained by Feature Reassembly
(Lardiere 2009).

11.8 Conclusion

Oral and written production tasks have been widely used by generative sec-
ond language researchers as they are extremely versatile and easily adapt-
able to test almost any structure. Tasks which take an open-ended format
encourage learners to produce speech which they would produce naturally
and can be valuable when investigating structures which are very frequent
in the input. Production tasks can also be designed to elicit forms which are
infrequent in the input. This is achieved by presenting the participants with
contexts in which the target structure is expected to be used. The use of
prompts and visual aids is a common way to achieve this.

In many studies, tasks which elicit production data are combined with
tasks which elicit interpretation data (e.g., acceptability tasks), as this can
provide more robust evidence for the same phenomenon. Although GenSLA
research has mostly relied on introspective tasks to access grammatical
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representations, it is now assumed that some production tasks, such as EI,
can also tap learner’s implicit knowledge (nonconscious linguistic compe-
tence which relies on automatic processing) (see Ellis 2005; Bowles 2011).
Since the application of explicit or implicit knowledge varies according to
the demands imposed by the task (Bialystok 1982), careful consideration
should be given to the actual task design. Many of the tasks described in
this chapter show ways in which participants can engage in a task which
focuses on semantic interpretation, rather than producing a particular form.
The more controlled the production, the less naturalistic data will be elic-
ited. Hence, researchers need to decide which design suits them better, also
taking into consideration other factors such as the proficiency level of the
learners and the properties of the structure being investigated.

11.9 Discussion questions

1 Imagine that you need to create a production task to examine the acqui-
sition of the present tense in Spanish by a group of English speakers. This
form can be used in two different contexts: with a progressive meaning
(Marta canta abora en la ducha/*Marta is singing in the shower right
now) and with a habitual meaning (Marta siempre canta en la ducha/
Marta always sings in the shower). Only the habitual meaning is available
in English. Discuss which types of production tasks would be most suit-
able to investigate the acquisition of this form and why.

2 Explain why open-ended tasks are more suitable to elicit naturalistic
speech, compared to controlled tasks. Think of a study in which the elic-
ited data should be close to what speakers produce in real-life contexts.
What grammatical construction would you choose?

3 Think about how the L2 proficiency of the participants can impact the
design of a controlled production task. Consider how you would design
a spot-the-difference task for beginner and very advanced learners. What
key changes would be required and why?

Notes

1 Chapter 12 explains this method of data elicitation in detail.

2 Other studies, e.g., Meisel (1997), Beck (1998), Eubank (1993,/1994) and
Vainikka and Young-Scholten (1994, 1996), have claimed that the production
of uninflected forms can be the result of problems with syntax.

3 A full description of the SPLLOC database and the tasks used to elicit oral nar-
ratives can be found in Chapter 12.

4 Two other tasks included in the study (a self-paced reading acceptability task and
a self-paced reading acceptability judgment task) are not described here.

5 Elicited imitation tasks are also used to evaluate L2 learners’ proficiency. For a
discussion on the validity of this talk as a language proficiency measure, see Yan
etal. (2016); Lei and Yan (2002); Tracy-Ventura et al. (2014).
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LEARNER CORPORA

12.1 Introduction

In this chapter, we overview how learner corpora can be used to address re-
search questions from a generative second language acquisition lens. We de-
scribe the main characteristics of learner corpora, how they are constructed
and what makes corpora a useful tool to investigate 1.2 language knowledge
and use. We also provide concrete examples of how researchers have suc-
cesstully employed this methodology to explain the 1.2 acquisition process
and to test specific hypotheses.

Learner corpora are collections of data, put together for a specific pur-
pose, and which are often analyzed using computerized tools (see Myles
2005, 2015; Callies & Paquot 2015). Researchers outside the field of cor-
pus linguistics became interested in corpora in the early 1990s, since this
methodology allowed them to investigate frequencies and compare be-
tween different groups (e.g., learners of different L1 backgrounds; learners
vs native speakers), all while providing access to large amounts of data from
which generalizations could be drawn (see Myles 2005).

An excellent example of the usefulness of computerized data is the Child
Language Exchange System (CHILDES) database (https://childes.talk-
bank.org, MacWhinney & Snow 1990), which is the child data component
of the TalkBank system (MacWhinney 2000).! TalkBank includes various
sets of oral data contributed by researchers around the world investigating
the development (i.c., grammatical knowledge, formulaic language, lexical
and discourse development, etc.) of 34 languages. The main objective of
TalkBank is easy data sharing among the research community, since this tool
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provides free access to transcripts that are tagged for part of speech and in-
clude morphological analyses, often related to a corresponding audio /video
file. CHILDES has set the agenda on how to use computerized analysis that
can easily fit different research agendas.

L2 researchers have only recently begun to capitalize on research tools
borrowed from corpus linguistics. One of the first and best well-known
learner corpus is the International Corpus of Learner English (ICLE;
https: / /uclouvain.be /en /research-institutes /ilc /cecl /icle.html) led by
Sylviane Granger at the Catholic University of Louvain (Belgium). ICLE
is a corpus of written learner language that has benefited the education
and SLA research communities for decades. The corpus was first created in
2002 and comprises written texts from English learners from 25 different
language backgrounds. It currently contains over 5.5 million words and it is
machine readable so the data can be straightforwardly analyzed with com-
puter tools (see Granger et al. 2002, 2015).

Currently, learner corpora from diverse populations, genres and learn-
ing contexts are available. These include CEDEL2, which is a written cor-
pus of L2 English compositions produced by speakers of various native
languages (Lozano 2022); LANGSNAP, which includes both spoken and
written data produced by learners of French and Spanish during their year
abroad component of a university language degree (Mitchell et al. 2017);
and Spanish Learner Language Oral Corpus (SPLLOC), which contains
oral data elicited by various tasks from L1-English learners of L2 Spanish
(Mitchell et al. 2008).2

The use of learner corpora has not been as widespread in GenSLA, ow-
ing perhaps to the (false) belief that this type of data is not well-suited to
provide useful explanations or test specific hypotheses. In this chapter, we
show how generative researchers have changed this view by proposing new
ways in which corpus data can benefit the generative agenda, specifically by
designing purpose-built corpora and by combining corpus data with data
elicited with other experimental means. Here, we also provide concrete ex-
amples of how researchers have used this methodology to answer questions
about the nature of interlanguage grammars.

12.2 What are learner corpora?

Learner corpus research originally aimed to apply corpus linguistics research
methods to the study of language learning, often with a pedagogical pur-
pose. As McEnery et al. (2019: 74) explain,

[C]lorpus linguistics is a quantitative paradigm grounded in the empirical
tradition of language analysis. It uses large quantities of observational data
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compiled into data sets, called corpora, to provide evidence about lan-
guage use by both first language (L1) and second language (L2) speakers.

Corpus-based SLA grew in popularity as researchers started to make the
computer-based tools and techniques developed by corpus linguistics availa-
ble to researchers in applied linguistics (see Granger 1993,2021; McEnery &
Hardie 2011). McEnery and Wilson (2001: 131) describe the four main
advantages of corpora for language study, summarized as follows:

1 Sampling and quantification: Corpora are put together to be maximally
representative of a particular population so that generalizations can be
drawn.

2 Ease of access: Corpora can save time and effort because researchers do
not need to collect their own data. Corpora are easily accessed and ana-
lyzed in machine-readable form.

3 Enriched data: Corpora often include part-of-speech annotation and
grammatical parsing, which allow for useful grammatical analyses.

4 Naturalistic data: Data in public corpora are largely naturalistic and pro-
duced in real social contexts, which can be useful for researchers inter-
ested in investigating language use.

Corpus linguistics research methods were quickly adopted by usage-based
and functionalist SLA researchers (e.g., Housen 2002; Gries & Wulff
2005, 2009). Having access to large-sized corpora was viewed as a meth-
odological innovation because researchers could tally the frequency of use
of both common and rare occurring forms. It also facilitated comparisons
between learners from different linguistic backgrounds (McEnery et al.
2019). SLA researchers with a more formal focus, however, have only re-
cently adopted corpus-based techniques (Myles 2005, 2015). For instance,
using data from the Cambridge Learner Corpus (CLC), Murakami and
Alexopoulou (2016) re-examined the dominant view that L2 learners fol-
low a universal order of acquisition of morphemes. The CLC has been
compiled by Cambridge University Press and contains 45 million words
from 1,35,000 exam scripts from lower to advanced learners of English
who took exams of Cambridge English Language Assessment. Murakami
and Alexopoulou analyzed 11,893 scripts containing four million words to
investigate six English morphemes (articles, past tense -ed, plural -s, pos-
sessive ’s, progressive -ing and third person -s) with learners from seven L1
backgrounds (Japanese, Korean, Spanish, Russian, Turkish, German and
French). Results showed that lacking the equivalent feature in the learners’
L1 leads to lower accuracy in the use of the corresponding L2 form.
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In other words, the order of morpheme acquisition was found to be influ-
enced by the learners’ L1.

This finding illustrates the usefulness of corpus-based methods to unveil
key information about the frequency of use of target forms and the advan-
tage of using learner corpora to tackle these types ofissues (see Leech 2011;
Gablasova et al. 2017).

Case Study Box 12.1: Murakami and Alexopoulou (2016)

Property: The authors focused on six of the most studied morphemes in
the so-called morpheme studies which investigate the emergence and use of
morphemes in learner speech (see Krashen 1977). The six forms are articles
(both indefinite (a, an) and definite (the)), regular past tense -ed, plural -s,
possessive s, progressive -ing and third person -s. According to Krashen,
learners acquire -ing, plural -s and copula be first; then they acquire auxiliary
be and articles; third, they acquire irregular past tense; finally, regular past
tense, third person -s and possessive s are acquired.

Research questions: The authors set out to investigate whether the learn-
ers’ L1 influenced the accuracy order of L2 English grammatical morphemes.
They also wanted to determine the magnitude of influence of the L1, com-
pared to factors such as general proficiency. Other research questions
included determining whether grammatical morphemes were equally or dif-
ferentially affected by L1 and whether the results unveiled a link between the
L2 and the absence/presence of congruent morphemes in the L1.
Participants: Instructed learners of English from diverse L1 backgrounds
(Japanese, Korean, Spanish, Russian, Turkish, German and French) at five
proficiency levels corresponding to A2 to C2 of the Common European
Framework of Reference levels.

Data: Approximately 10,000 written exam scripts from the CLC.

Data analysis: Obligatory contexts and errors with target morphemes were
used to calculate accuracy scores per L1 group, proficiency group and mor-
pheme. The authors calculated intragroup homogeneity, intergroup hetero-
geneity and cross-linguistic performance congruity using statistical analyses
such as logistic regression analysis.

Results: The data only partially fit Krashen’s natural order of acquisition. The
most accurate morphemes are those with equivalent forms in the L1.
Interpretation of results: Corpus data provided strong evidence that the accu-
racy order of the target morphemes is influenced by the learners’ L1.
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12.3 Adapting corpus analysis tools to suit
SLA research agendas

Despite the obvious benefits of corpus-based tools to investigate SLA, com-
munication between corpus linguists and SLA researchers has not always
been ideal (Granger 2021; Tono 2003). For corpus linguists, the data must
represent authentic and spontaneous uses of language occurring in real life,
so researchers should have little input in the design of the corpora. In con-
trast, many SLA researchers investigate language in classroom contexts and
focus on learners who often do not use the L2 outside that environment
(i.e., the real world).

A second difference is that for corpus linguistics, corpora should be rep-
resentative, meaning that findings arising from the analysis should be gener-
alizable to the whole language variety (Leech 1991). Biber (1993) contends
that representative samples include the full range of variability in a popula-
tion. This view of representativeness can easily apply to large corpora such
as the British National Corpus, maintained by the University of Oxford
(UK). This corpus is specifically designed “to represent a wide cross-section
of British English, both spoken and written, from the late 20th century”
(see http://www.natcorp.ox.ac.uk/) and includes 100 million words from
a wide range of sources. However, representativeness is much more dif-
ficult to apply to L2 corpora because learner datasets tend to be smaller
in size, since they tend to focus on one main genre or variety (e.g., exam
scripts, written compositions, oral conversations etc.). Leech (1998) also
noted that the way in which data are collected and sampled by SLA scholars
can hide mediating variables which would render the dataset not completely
authentic according to the prevalent views in corpus linguistics. Further-
more, many SLA researchers are interested in answering specific research
questions, focusing on a set number of variables (proficiency, age, native
language, L1 influence, etc.) rather than in discovering patterns that are
representative of big cohorts of learners.

Thus, there exists a misalignment between the main goals and practices
of corpus linguistics and SLA—a misalignment that has only recently been
recognized and addressed (see Granger 2008, 2021; Romer 2019). This
means that some adjustments are necessary for learner corpora to fully serve
current SLA research agendas. For instance, many SLA researchers are con-
cerned with obtaining good-quality data rather than with analyzing fully
authentic uses of the language. Since speakers typically learn an L2 in “ar-
tificial” academic settings, that data can be authentic in the sense that it
represents what learners can produce in those contexts (e.g., an exam, an
interview or a short text) or as a response to a prompt. SLA researchers have
also been more interested in using corpora to compare language production
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from learners from different backgrounds who are asked to perform the
same task (e.g., writing an argumentative essay, orally describing a series of
pictures to narrate a story).? It is also common for SLA researchers to work
with purpose-built corpora (like ICLE) rather than with generic corpora
(like the National British Corpus) because this better serves their research
agenda—even if the data do not strictly occur naturalistically. This shows
that a feature of learner corpora is to be representative in a different way
when compared to large-scale native corpora (see Deshors & Gries 2021;
Granger 2002).

Finally, it has been widely proposed that SLA researchers should consider
using corpora in combination with experimental tasks to access a wide range
of evidence (Egbert & Baker 2019; Callies 2013; Dominguez 2019; Ellis
et al. 2016; Gilquin 2007; McEnery & Hardie 2011; Mendikoetxea & Lo-
zano 2018; Mitchell et al. 2008; Myles 2005; McEnery et al. 2019). Like-
wise, learner corpora can better suit certain research agendas if the corpora
is elicited using a variety of tasks ranging in the level of control (i.e., whether
they are designed to provide evidence of what learners can use spontane-
ously or controlled to elicit the use of a specific structure) (Callies & Paquot
2015; Myles 2015; Tracy-Ventura & Myles 2015; Tracy-Ventura & Paquot
2021). The more control exercised by the researcher, the less authentic the
data are. However, any loss in authenticity could result in a gain in explana-
tory power, which may suit specific research agendas, such as those aiming
to test specific hypotheses.

These recent methodological developments show that SLA researchers
have been able to adapt and improve methods borrowed from corpus lin-
guistics to better suit their specific research goals.

12.4 Creation of a learner corpus

This section briefly summarizes the main steps to consider when creating a
learner corpus. Since a corpus is built as a tool to be used by others, how
the corpus will be accessed is as important as the data to be included. The
first step in the creation of a corpus involves making key decisions regarding
the design of the corpus, such as the type of data to be included (oral or
written), the profile of the participants, whether data from control groups
will be included and the type of tasks which will be used to elicit the data.
The size of the corpus matters as well, and this depends on the research
questions driving the construction of the dataset. Oral corpora tend to be
smaller in size since the audio recordings need to be transcribed and this is
a time-consuming task. A corpus of written texts which are already available
(e.g., newspaper articles) tends to be bigger in size since the data collection
process is minimized in this case.
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When the data are elicited for the purpose of constructing a corpus, a
questionnaire is often used to find out about the participants’ age, the lan-
guages they speak and other relevant details regarding their experience as
speakers and learners of various languages. These data will be included in
the corpus and can be used as search parameters, to carry out analyses on
subsets of the data (e.g., data from beginner learners only). Specific ethi-
cal protocols apply in the construction of a corpus, such as that the data
included must be fully anonymized.

The next stage is to elicit the oral or written data using the tasks chosen
or to compile the corpus from available sources (i.c., exams or essays written
by learners). The oral data need to be transcribed and fully anonymized. If
multiple transcribers are employed, checks need to be carried out to ensure
consistency. There is no single protocol to transcribe audio or video re-
cordings and different corpora use their own transcription conventions. The
CHAT formatting conventions found in TalkBank are widely used, mainly
because of its standardized format and because it is a free tool, easy to use
and a good manual and resources already exist. CHAT files are compat-
ible with CLAN (Computerized Language Analysis) programs, also part of
TalkBank. This is an open-access analysis program (https://dali.talkbank.
org/clan/) which is used to code and analyze the data in the CHAT format,
including morphosyntactic analysis.

Transcriptions often include two parts: a series of header lines which pro-
vide information about the date of the recording, the age and name of the
participants and other relevant information to understand the context of the
interaction, as well as the transcription of the actual speech which appears
as tier lines. In CHAT, the header lines begin with the symbol @ and the
tier lines begin with an asterisk. Figure 12.1 shows a transcript in CHAT
format from TalkBank (CHILDES). In this transcription, the child (CHI)
and the mother (MOT)) are having a conversation in English. Speech from
the investigator (COL) is part of the transcript as well.

This transcript provides useful information about the age of the child and
who the participants are. It also explains the situation surrounding the in-
teraction; in this case, it is a conversation between the child and the mother.
Some transcriptions also include links to the audio and video recordings
which can facilitate research carried out using those data.

There is not a single way or protocol to analyze the data in a corpus. The
choice depends on the research agenda, the type of data elicited and the
type of analytical tool available. However, all corpora are designed with
the consideration that new users will access the (typically large) collection
of electronic data using searching tools in a web program or application.
It is important to provide a user-friendly interface which is easy to use and
which can carry out string searches and other basic corpus analyses, such as
frequencies.
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g Clan - [eve15short.cha]
B File Edit View Tiers Mode Window Help

DS|d| &|®@ &2
@Begin

@Languages: en

@Participants: CHI Eve Target_Child, MOT Sue Mother, FAT David Father, COL
Colin Investigator, RIC Richard Investigator

@ID: english|brown|CHI|2;1.0|female|||Target_Child||

@ID: english|brown|MOT]|||||Mother]||

@ID: english|brown|FAT|||||Father]||

@ID: english|brown|COL|||||Investigator]||

@ID: english|brown|RIC|||||Investigator||

@Date: 13-MAY-1963

@Time Duration: 11:00-12:00

*COL: yep # that's everything.

%trn: co|yep pro:dem|that~v|be&3S pro:indef|everything .

*CHI: that fine .

Y%act: looking at tape recorder

%trn: pro:dem|that n|fine .

*COL: yes # that's fine .

%trn: colyes pro:dem|that~v|be&3S n|fine .

*CHI: xxx going home . [+ bch]

%trn: v|go-PROG n|home .

*MOT: who's going home ?

%trn: pro:wh|who~v|be&3S v|go-PROG n|home ?

*CHI: Fraser.

%spa: $RES

%trn: n:prop|Fraser.

*MOT: well # he just got here .

%trn: co|well pro|he adj|just v|get&PAST adv:loc|here .

*CHI: hmm ?

%trn: fillhmm ?

*MOT: he just got here .

%trn: prolhe adj|just v|get&PAST adv:loc|here .

*CHI: an(d Iﬁo eatit.

FIGURE 12.1  Sample of a CHAT transcript from TalkBank.

Some corpora focus on the acquisition of words and word collocations
(the natural combination of certain words), whereas some other corpora
are designed to investigate the acquisition of morphosyntax. For instance,
the ICLE has a built-in concordance, a tool used to search for words and
lemmas. The output produced presents the results according to the learner
profile information. Corpora which are used to investigate morphosyntax
provide a part of speech (POS) analysis using morphosyntactic tags. The
most efficient and quicker way to achieve this is by using a tool already
available, such as the MOR program in TalkBank, which is part of CLAN
(the latter has over 20 built-in programs for analysis). MOR assigns a mor-
phosyntactic tag to every word in a transcript (e.g., preposition, verb, noun,
etc.) and provides extra grammatical information related to gender, number,
tense, aspect and other information often carried by functional morphology,
such as the —s morpheme attached to the verb in “She play-s.” This analysis
can also inform whether these forms are used correctly or incorrectly.

A MOR file which includes this extra grammatical information is ulti-
mately created and added to the corpus. This is a process with various stages,
some automatic and some manual. The investigator may need to manually
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add new words to the existing MOR vocabulary and manually check that
the automated disambiguation has been carried out properly (i.e., when a
form has two possible meanings, that the correct meaning has been chosen.)
For instance, in English the morpheme —s can be either a marker of present
tense on verbs or a marker of plural number on nouns. The investigator
may need to check that the automated tagging has applied correctly in all
instances of —s that appear in the corpus.

Example (1) shows an abstract from a MOR file from SPLLOC. It shows
an exchange between two English learners of Spanish (D53 and D54). The
%mor lines produced by the MOR program show the morphosyntactic anal-
ysis of the transcribed data. In this exchange, Speaker D54 asks “What did
you put as number 1?” and speaker D53 answers “Um, I put number 1 like
giving severe fines for arrests for violent acts.”

1 *D54: vale qué pusiste para el nimero uno?
%mor: co|okay pro:int|qué=what vpret|pone-2S&PRET=put prep|
para=for det:art|el&MASC&SG=the n|nimero&MASC=number vpres|
uni-1S&PRES=unite?

*D53: um puse en nimero uno como poniendo multas severas
por arrestos por actos violentos ehm.
%mor: colum vpret|pone-1S&PRET=put prep|en=in n|nimero&

MASC=number vpres|uni-1S&PRES=unite adv|como=like vger|pone-
PROG=put n|multa-PL&FEM-=fine adj|severo-FEM-PL=strict prep|por=
for n|arresto-PL&MASC=arrest prep|por=for n|acto-PL&MASC=action
adj|violento-MASC-PL=violent co|ehm.

Some of the most common commands in CLAN are FREQ (frequency
counts), KWAL (Key Word and Line concordance) and COMBO (com-
bined search for more than two words). FREQ shows the frequency of
searched items, types (the total number of different words) and tokens (the
total number of words) and can be used to tabulate type-token ratios.* The
KWAL command searches for words and, crucially, shows the whole utter-
ance in which they occur. These commands can be very useful in revealing
when specific forms (articles, gender markers, prepositions, verbal endings,
ctc.) have been used by learners. They can provide this information in a
quick and straightforward manner saving researchers a great deal of time.
The list of programs available in CLAN is available from the commands
window which is used to run those commands (see Figure 12.2). A full
description of how to use the programs in CLAN can be found on the Talk-
Bank website (https: //talkbank.org/manuals/CLAN.pdf).

This section has briefly described the main considerations and key stages
in creating a learner corpus. There is no single protocol to construct a
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E Clan - [newfile.cha]
;{.] File Edit View Tiers Mode Window Help

working C:\talkbank\clan\work\

output
lib C:\talkbank\clan\lib\

morlib | C:\talkbank\clan\lib\

Progs M Help

Press Up or Down Arrow Key on
Recall keyboard for Previous or Next Run
Command

FIGURE 12.2  Access to the CLAN programs in the commands window.

corpus and to analyze data. We have shown one way of how a corpus could
be analyzed using CLAN (TalkBank) as an illustration, as this is a widely
used program which can suit the generative SLA agenda.

12.5 Learner corpora in generative SLA research

Although functional and usage-based SLA researchers have used learner
corpora productively (see, e.g., Murakami & Ellis 2022), only recently
have generative researchers started to use them (Myles 2005, 2007, 2015;
Rankin 2009) because the paradigm has typically favored experimental
data.® Early on, Granger (2002: 6) noted that the naturalistic contexts prev-
alent in learner corpora complicate controlling for variables—a key con-
cern in generative SLA studies. Because generative SLA aims to tap into
learner’s competence (rather than language use), generative researchers lean
toward experimental tasks focusing on a set of variables. These tasks are
manipulated to expose L2 speakers to grammatical and, crucially, ungram-
matical structures (e.g., using grammaticality /acceptability judgment tasks
or truth-value judgment tasks). These tasks allow researchers to provide
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explanations on the nature of the acquisition process and to test theoreti-
cally grounded hypotheses (see Barlow 2005; Mitchell et al. 2008; Myles
2007, Mendikoetxea et al. 2009; or Tognini-Bonelli 2001, for discussion).

As Mendikoetxea et al. (2009) point out, although testing hypotheses
may seem harder using corpora, some early (non-generative) studies were
able to achieve this goal (e.g., Housen 2002; Tono 2004). Recently, gen-
erative scholars have started to use corpora to test hypotheses (see Myles
2005, 2007) by either creating their own purpose-built corpora or using a
multi-method approach which combines data from corpus and experimen-
tal tasks. Two examples we describe next are WriCLE (Written Corpus of
Learner English; Rollinson & Mendikoetxea 2010; Lozano & Mendikoetxea
2013; and SPLLOC; Mitchell et al. 2008).

12.5.1 WIriCLE: written corpus of learner English

12.5.1.1 Description of the corpus

WriCLE was developed by members of the WOSLAC project (Word Order
in Second Language Acquisition Corpora), led by Amaya Mendikoetxea. It
investigates word order in L2 acquisition (L1 Spanish-L2 English and L1
English-L.2 Spanish) and issues related to how different parts of the gram-
mar (e.g., lexicon, phonology and discourse) interact with syntax. When
WriCLE was created, these were central issues in GenSLA (see Sorace’s In-
terface Hypothesis; Sorace 2011). CEDEL2, mentioned above, was also
created to address these research questions and includes control data from
speakers from countries such as Spain and the USA.”

WriCLE and CEDEL?2 were set up following the ICLE guidelines so they
initially contained written essays produced by instructed learners. WriCLE
comprises 52 essays containing around 750,000 words written by university
students in their first and third year of an English degree at a Spanish univer-
sity. The corpus includes the texts produced by the learners, relevant back-
ground information about the learners (e.g., proficiency scores in the Oxford
Quick Placement Test, years of study and knowledge of other languages) and
information about the types of texts produced.® The texts are annotated for
target structures (e.g., passives, clefts, inversions, there-constructions, etc)
in an exchangeable XML format (see Mendikoetxea et al. 2009). WriCLE
can be accessed online (http://wricle.learnercorpora.com/) via a straight-
forward tool that allows users to search the corpus following desired criteria.

12.5.1.2 Data elicited by the corpus

Lozano and Mendikoetxea (2010) were the first to use corpora to investi-
gate the role of linguistic interfaces in the acquisition of postverbal subjects
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(WriCLE and ICLE).? The rescarchers tested three hypotheses focusing on
unveiling the constraints on postverbal subject use, asking whether learners
used more postverbal subjects with (a) unaccusative verbs, (b) heavy (long)
subjects or (c) focused subjects (representing new information). All three
hypotheses were confirmed. The authors concluded that learners use post-
verbal subjects in the same contexts as native speakers do, and that overuse
was related to negative L1 transfer.

Their results also raised two interesting questions: why did learners not
produce inversion with unergative verbs (a possible strategy in their native
Spanish)? and why did learners use preverbal elements, some of which were
ungrammatical (e.g., the use of null forms or expletives like 72)? Because these
questions could not be answered with corpus data alone, Mendikoetxea and
Lozano (2018) designed a study to test learners’ judgments of ungram-
matical structures. Using an Acceptability Judgment Task administered to
367 Spanish learners and 50 English native controls, the task asked partici-
pants to evaluate the grammaticality of 32 sentences on a five-point Likert
scale. The findings of this follow-up study showed that the experimental
data largely converged with the corpus results since learners accepted post-
verbal subjects with unaccusative verbs and rejected them with unergative
verbs. Learners also overused the expletive 7 inappropriately. The overuse
of preverbal forms in the learner grammars, including 7z and null elements
was related to L2 proficiency and language experience. Thus, thanks to the
combination of corpus and experimental data, the authors provided full an-
swers regarding the nature of postverbal subjects in L2 English.

12.5.2 SPLLOC: Spanish learner language oral corpora

12.5.2.1 Description of the corpus

SPLLOC is a small, cross-sectional corpus of L2 Spanish comprising oral
narratives, paired discussion tasks and interviews with 120 English native
speakers in the UK. It also includes a subcorpus of 30 native Spanish sam-
ples. SPLLOC was designed following the same principles guiding its sister
corpus, FLLOC (French Learner Language Oral Corpus; Rule 2004; Rule
et al. 2003). Overall, SPLLOC comprises 333,491 words (269,262 from
learners and 64,229 from native speakers) and a total of 561 digital audio
files (461 from learners and 100 from native speakers). Hosted by the Uni-
versity of Southampton (UK), the database is freely available (www.splloc.
soton.ac.uk). Data can be searched through a tool which allows users to
download audio recordings, transcripts and tagged files (for POS).

Like WriCLE, SPLLOC was created as part of a funded research pro-
ject aiming to test hypotheses on the acquisition of structures in Spanish
known to be problematic to English learners of Spanish (e.g., word order,
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postverbal subjects, gender marking, aspectual distinctions) and to test spe-
cific hypotheses. Although SPLLOC 1 was created to test Sorace’s Inter-
face Hypothesis (Sorace 2011) and SPLLOC2 to test the Lexical Aspect
Hypothesis (Andersen 1989, 1991), these data can be used to investigate a
wide range of research questions beyond those guiding their initial design.

As described by Mitchell et al. (2008), the principles underlying SPL-
LOC’s design included a focus on collecting oral data from a variety of
genres and balancing open-ended and focused tasks. The corpus includes
various learner levels and uses CHILDES /TalkBank procedures to facilitate
analyses and maximize data sharing and accessibility. Each corpus includes
data from 60 learners who were learning Spanish students in a secondary
school or at university. Participants were assigned to three proficiency levels
(beginner, intermediate and advanced) according to their education level
in the UK school system: lower secondary school (Year 10), final year of
secondary school (Year 13) and university undergraduates (UG) during the
final year of their Spanish degree. Data from native Spanish controls were
also included.

The data included in the corpora were collected using a range of purpose-
fully designed tasks covering a variety of genres and modes. Tasks were pi-
loted with both native speakers and learners from each proficiency group. In
SPLLOC 1, participants completed oral tasks aided by a researcher (a guided
interview, two impersonal narrative tasks and a picture-based description
task) or other participants (discussion task). In SPLLOC 2, tasks prompted
participants to speak about past events and included an impersonal narrative
(Cat Story), a controlled narrative (Las Hermanas), a picture-description
task to elicit progressive events (Simultaneous actions task) and a personal
narrative (semi-structured interview). See Table 12.1 for details.

For SPLLOC 2, it was important to include tasks in which participants
had to use a range of verb types in a variety of contexts. This was addressed
by including two types of impersonal narratives. Each study also collected
introspective data by means of a sentence-matching acceptability task and
a forced-choice clitic interpretation task in the case of SPLLOC 1 and a
semantic interpretation task in the case of SPLLOC 2. Speech samples were
recorded in schools and universities using portable digital equipment. The
sound files generated were transcribed using CLAN programs following
similar protocols as in previous projects (see Myles 2005, 2007, Mitchell,
etal. 2008). Each transcript was fully anonymized and checked for accuracy.
POS tagging of CHAT transcripts was then carried out on the anonymized
files. In the case of SPLLOC 2, the oral data were also coded for lexical
class (state, activity, accomplishment and achievement), discourse structure
(background and foreground) forms produced (preterit, imperfect, present,
etc.) and whether the form was appropriate or not. These parameters were
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TABLE 12.1 Types of tasks used in SPLLOC 1 and SPLLOC 2

Task type SPLLOC 1 SPLLOC 2
Free personal narrative ~ Semi-structured interview  Semi-structured
interview
Free impersonal narrative Loch Ness: picture-based story
retell
Modern Times: video-based
story retell
Semi-controlled Cat Story: picture-based
impersonal narrative story retell
Controlled impersonal Las Hermanas:
narrative picture-based story
retell
Discussion task Paired discussion task
Controlled Clitic-production task Simultaneous actions
picture-description task task

incorporated in each transcript as an extra layer of tagging which enables
automatic analysis of aspectual and discursive features (e.g., lexical aspect
class, obligatory context, morphological form and discourse structure).'

12.5.2.2 Data elicited by the corpus

The SPLLOC team set out to investigate learners’ use of aspect-related verbal
forms in Spanish which are difficult for English speakers (Arche 2014): pret-
erit and imperfect. The difficulty resides in deciding which form is appropriate
given the semantic context, such as habitual actions, progressive actions or ac-
tions which took place once. The Lexical Aspect Hypothesis (LAH) proposes
that learners will use verb type (telic vs atelic) to decide between the imperfect
and the preterit as per a universal congruent telic—preterit and atelic-imper-
fect correspondence. If true, these associations should be present from the
outset. Dominguez et al. (2013) examined data from the two open-ended
tasks in SPLLOC 2 (Cat Story and Interview) and showed that both learners
and the native controls preferred the prototypical patterns (imperfect + atelic
verbs, preterit + telic events), as predicted by the LAH. However, the authors
noted that the absence of the opposite patterns (telic-imperfect and atelic—
preterit) in the open-ended tasks should not be taken as evidence of learners’
inability to use the preterit with atelic verbs and the imperfect with telic verbs.

To check whether learners used these non-prototypical pairings, data
from the controlled narrative (Las Hermanas) was examined, since the con-
texts were manipulated so that participants were forced to choose between
preterit and imperfect with both telic and atelic verbs. The results from
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this task revealed that learners were indeed able to use the preterit and the
imperfect with both telic and atelic verbs. As Dominguez (2019) notes,
the type of task used to elicit the oral data can affect the results obtained.
While open-ended tasks favor the use of the imperfect in atelic contexts,
this should not be presumed to be everything that learners know about the
grammar of the imperfect and preterit.

Thus, Dominguez et al. (2013) showed how examining corpus data with
a varying degree of control was instrumental in revealing that the LAH
cannot fully explain the path of acquisition of the Spanish imperfect and
preterit. Further, using data from the semantic acceptability judgment task,
Dominguez et al. (2011; 2017) proposed an alternative explanation sug-
gesting that L1 transfer of form—meaning associations can erroncously lead
learners to choose the preterit when the imperfect should be used instead,
particularly at the start of the acquisition of these forms.

12.6 Summary

In this chapter, we showed evidence of how SLA researchers have made
use of research methods borrowed from corpus linguistics. We have also
discussed how analyzing learner corpora can be useful for GenSLA scholars
after some modifications and adjustments, which we summarize next:

® Focus on answering research questions, rather than obtaining authentic
uses of the language;
Include a diversity of tasks in the design of the corpus;
Include focused tasks to have access to key evidence not easily obtained
by open-ended tasks;
Combine corpus data with data obtained with experimental tasks;
Obtain proficiency measures and other relevant background data from
the participants;

® Include a subcorpus of control data (from native speakers or others as
appropriate);

® Prioritize automatization of the data analysis process and the facilitation
of data sharing among users.

12.7 Discussion questions

1 What are the benefits of accessing evidence available from a corpus of
oral or written data as opposed to a single focused task?

2 How can samples of language use, the type of evidence available through
learner corpora, be useful to answer questions on learners’ grammatical
competence?



3

Learner corpora 183

Think of one research question which could be answered using data from
learner corpora combined with data collected through at least one ex-
perimental (acceptability) task, as shown in Mendikoetxea and Lozano
(2018) and Dominguez et al. (2013).

Notes

1

10

See Rutherford and Thomas (2001), Marsden et al. (2002) and Myles (2005)
for a discussion on how CHILDES and CHILDES-like databases are beneficial
in SLA research.

Most existing corpora comprise written texts collected using one single task or a
variety of tasks. For a discussion on the benefits of oral corpora to access learners’
competence, see Myles (2005).

See the Contrastive Interlanguage Analysis proposed by Granger (2015) and
Corpus-Based Contrastive Linguistics (Granger & Lefer 2020).

It is important to differentiate between types and tokens when analyzing a cor-
pus as some learners may produce a large quantity of words, but this could be
due to a repetition of the same words. The type-token ratio is obtained by divid-
ing the types occurring in a text by the number of tokens. The higher the ratio,
the higher degree of lexical variation. Advanced learners tend to show a higher
type-token ratio than beginner learners.

This distinction has also been referred to as hypothesis-driven versus hypothe-
sis-finding approaches (Granger 1998: 15) and as general corpus-based versus
corpus-driven (Tognini-Bonelli 2001).

Rankin (2009), who used data from the ICLE corpus to test Sorace’s (2011)
Interface Hypothesis, argues that “the added value of learner corpora is that it al-
lows the researcher to get an idea of what learners do in context” (Rankin 2009:
58), which is particularly relevant when testing the Interface Hypothesis.

Led by Cristobal Lozano (Universidad de Granada), CEDEL2 comprises
1,105,936 words from 4,399 participants. The L2 subcorpus contains written
and oral data from learners with 11 different native languages while a smaller
subcorpus contains data from native speakers of Spanish, English, Arabic, Japa-
nese, Portuguese and Greek. The corpus has been annotated using the UAM
CorpusTool and it can be freely accessed via http://cedel2.learnercorpora.
com/. For further details see Lozano (2022).

WriCLE also includes WriCLEinf{ormal), a subcorpus of over 1,000,000 words
featuring L1Spanish-L2 English data from 1,140 non-academic texts of various
genres such as poems, blogs, emails and narratives.

In Spanish, postverbal subjects are widely available while in English postverbal
subjects are only possible with unaccusative verbs in certain contexts (e.g., There
arrvived three men).

See Diaz-Negrillo and Thompson (2013) for a discussion on what types of an-
notation are preferred in corpus-based SLA studies.

Further reading

Granger, S. (2021). Have learner corpus research and second language acquisition

finally met? In B. Le Bruyn & M. Paquot (Eds.), Learner corpus veseavch meets
second language acquisition (pp. 243-257). Cambridge: Cambridge University
Press.
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Lozano, C. (2020). Generative approaches. In N. Tracy-Ventura & M. Paquot
(Eds.), The Routledge handbook of second language acquisition and corpora
(pp- 213-227). London: Routledge.

Myles, F. (2021). An SLA perspective on learner corpus research. In B. Le Bruyn
& M. Paquot (Eds.), Learner corpus vesearch meets second language acquisition
(pp- 258-273). Cambridge: Cambridge University Press.
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